tirnaging the Protectian System

The DD O35 CLI allows you to configure a remote system for SOL and view the remote console
output. This feature ig supparted anly In the CLL

:Ir NOTICE IPMI power removal is provided for emergency situations during which atbempts to
shut down power using DD O35 commands fail, IPMI power removal simply removes power to
the system, it goes not perform an oroerly shutdown of the DD OS5 file system. The proper way
1o remove and respply power is to use the DD 05 system reboot command. The proper
way to remove system power is touse the DD OS syatem powercff command and wait for
the command to properly shut down the file system,

IPMI and SOL limitations
IFMI amd S0L is supported on all systems supported by this release.
IFMI user support is a5 follows.;

o  Mastimum user (D = 10,
= Two defeslt users (NULL, root).
= BMaximum user IS available = 8.

Adding and deleting |PMI users with DD System Manager

Each aystem conteine its own list of configured IPM ussrs, which s used O controd access 1o local
power management featuras, Another system oparating as an IPMI initiater can manage remots
system power only after proviging & valild userneme and password.

Bhaoit this task

This functionality is not supported on DDEI00, DDS400, and DDII00 systems with DD 05 7.0 and
later.

To give an IPMI user the authority to manage power on multiphe remote systems, you must add
that user to each of the remote systems,

(1) |Mote: The IPM| user list for each remote system is seperate from the DD System Menager lists
for administrator access and local users. Administrators and locel users do not Inherit any
authorization for IFMI power managameant.

Procedure
1. Select Maintenance > IPMI.
2. Toadd a user. complete the following steps.
8. Above the IPMI Uisers table, click Add,

b. In the Add User dialog box, type the user name (16 or bess characters) and password in
the appropriate boxes (reenter the pessword in the Verify Paseword box),

. Click Creata.
The user entry appears in the IPMI Users table,

3. Todelate a user, complete the following steps.
o. In the IPMI Users list, select a user and chick Delete.
b. In the Delete User dialog box. click OK to werify user deletion,
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Changing an IPMI| user password

Change the IPMI user password to prevent use of the old password for power managemeant.
About this task

This functionality is not supported on DDE900, DD2400, and DDA900 systems with DD OS5 7.0 and
ieter,

Procedurs
1. Select Maintenance = [PML.
b the IPMI Users table, select a user, and click Change Password.

In tha Change Paesword dialog box, type the password in the appropriate text box and
reenter the pasaword in the Verify Password bos

4. Click Update.

Configuring an IPMI port

124

¥ihen you configure an IPMI port for a system, you select the port from & network ports list and
spcify the IP configuration parameters for that port. The selection of IPM| ports displayed is
determined by the protection system modal.

About this tesk

Some SysTemsS Ssupport one or more dedicated ports, which can ba used only for IPMI traffic. Other
EYSTams suUpport ports that can be used for both IPMI traffic and all IF wratfic supported by the
physical interfaces in the Hardware > Etharnet = Interfaces view. Shared ports are not provided
on systams that provide dedicated IPM| ports.

The part namas in the IPMI Network Ports list use the prefix bme. which represents baseboard
management controller, To determing if @ port is 8 dedicated port ar shared port, compare tha rest
of the port neme with the ports in the network interface list. If the rest of the IPMI port name
matches an interface in the network interface list. the port is a shared port. If the rest of the IPMI
port name is different from the nemes in the netwark interface list, the part is & dedicated [P

port.

(1) |Note: DD4200, DOME00, and DD7200 systema are an exception to the naming ruled described
earber. On these systems, IPMI gort, bmca, correspands to shered port ethda in the network
interface fist. If possivle, reserve the shared port ethia for IPMI traffic and system
management traffic (uwsing protocols such as HTTF, Telnet, and 35H ). Backup data traffic
should be directed to other ports,

Whan 1P and nonlPAAl IP traffic ehare an Ethernet port, if possisla, do not use the link
aggregation featura on the shared interface because link state changes can interfere with IFRAI
connecthvitg.

Frocaduns
1. Select Meintenance > IPMI.

The IPM| Configuration ares shows the IPMI configuration for the managed system. The
Metwork Ports table lists the ports on which IFMI cen be enabled and configured, The IFMI
Users table lists the IPMI users who can access the managed system.
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Tabla 46 Network Ports list column descriptiong

Itern Dascription

Fort The logical neme for @ port that supports [PMI communications.
Erabiad Whather tha port 5 enabled for (PR (Yas or Mo)

CHCP Whather the port uses DHCP to set its IP address (Yes or No).
MAC Address The hardwere MAC addrass for the part.

IF Address The port IP sddress.

Metrnask T submat magh for the port.

Gateway Tha gatiway |P addrass far the port.

Tebla 46 P01 Users i5t column dascriptions

femm Description
Lisar Mame The name of a user with agthority to power mansge tha remata
systam.

2. Inthe Network Ports table, sebect a port to configure.

{i} Mote: If the IPMI port also supports [P traffic (for administrator access or Backup
traffic), the interface port must be ensbled before you configure IPRI.

3. Abowve tha Network Ports table, click Canfigure.
The Configure Port dialog box appears.

4. Choose how network address information is assigned.

* Tocollect the IP address, netmask, and getewey configuration from & DHCP server,
gelect Dynamic (DHCF).

+  To menuglly define the netwerk configuraticn, select Static (Manual) and enter the [P
address, netmask, and gateway address,

B, Enable a disabled IPMI network port by selecting the netwaork port in the Network Ports
taebile, and clicking Emable.

6. Dizable a disabled IPMI netwark port by salecting the network port in the Network Parts
tabda, and clicking Disable.

7. Click Apply.

Preparing for remote power management and conscle monitoring with the CLI

Remote consale monitoring uses the Serlal Over Len (S0L) festure 1o enable viewing of text-
based consale output without & seriel server. You must use the CLI to set up a systam for remote
power management and console monitoring.

About this task

Remote consobe monitoring ie typically used in combination with the lpml remete powsr
cycle command 1o view the remote system’s boot seguence. This procedure should be used on
eyery ayatem for which you might want to remotely view tha consola during the boot saguanca.
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Procedurs
1. Connect the consale to the system directly or rarmataly,
= Lisa the following connectors for a direct connaction.
®  [IN-typa connectors for a PS/2 keyboard
= LUSE-A receptacle port for a USHE keyboard
= DB15 female connector for a VGA monitor

{I} MNote: Systems DDA200, DD4S00, and DO7200 do not support direct connection,
including KV,

+ For a serlal connection, use a standard DBY male or micro-DBES female connector,
Syatems DDA200, DD4500, and DO7200 provide a female micro-DBS connector, A null
modem cable with male micro-DB8 and standard female DB3 connectors is included for a
typical laptop connecthon,

* For a remote IPMI/S0L connection, use the appropriate RJ45 receptacle &s follows,

»  For DDO20 systems, use default port ethdd,

» For other eystems, use the maintenance or aervice port. For port locations, refer to
the system docurnantation, ssch as a hardwere ovarview or Instalation and setup
guida,

. To support remote conssla manitoring, use the default BIOS settings.
3. Todisplay the IPM| port name, enter ipmi snow conf i,
4. Toensble IPMI, enber ipmi enzble {por? | all}.

5, To corfigure the IPMI part, enter ipei config port dhicp | ipaddress /peddr
netmask meskgateway paddr}.

(T} |Nata: If the IPMI port also supports IP traffic (for administrator sccess or backup
traffic), the interfnce part must be enabled with the nos @nat] = command before (a1
configure [P,

B. I thig is the first time using IPMI, run ipsi user reset to chear IPMI users that may be
out of synch betwean two ports, and to disable default users,

7. Tossd a new IPMI user, enter Lpml user acd usern

B, Tosetup SOL, do the follawing:
B. Enter system option set console lam.

b. When prompted, enter y to reboot the system.

Managing power with DD System Manager

After IPMI ks property set up on a remote system, you con use DD System Banager as an IPMI
initiator to log into the remote syatem, view the power status, and change the power status.

Procedure
1. Select Maintenance » [FMI.
2. Chek Login te Remote Systam,
The IPMI Power Managemant dialog bax appaars.

3, Enter the remots systam IPMIIP address or hostname and the IPMI usarname and
pazsword, than click Cannect,
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4. View the IFMI status.

The IPR| Pesar Managemant dialeg box appeers and shows the target system identification
and the current power status, The Status area elways nows the currant status.

{D Mote: The Refresh icon (the blue arrcwe) next to the status cen be used o refresh the
configuration status (for axample, if the IPMI IF address or user configuration were
chenged within the last 15 minutes using the CLI commands).

%, Tochange the IPMI power status, click the approgriate Button,

# Power Up—Appears when the remote system is powerad off, Click this button to power
up the remaota system.

=  Power Down—&ppears when the remote system |s powered on, Click this button to
pavwer dowm the remate systerm.

» Power Cycle—Appesrs when the remote system is powered on, Click this button 1o
powver cycle the remote system.

# Manags Anothar System—Click this button 1o log Inte another remote system for IPMI
powWer managerment.

= Done—Click to close the IPMI Power Management dialog bos,

(7)|NOTICE The IPM| Power Down feature does not perform an orderly shutdown of the D
05, This option can be used if the DD OS5 hangs and cannat be used to gracefully
ghutdown a system.

Managing power with the CLI
You can manage power on a remote system end start remote consale monitoring using the CLI
About this task

E} Mote: The remate system must be properly et up befora yDu Can MENage poWwer or monitor
the system.

Procedura
1. Establish a CL| session on the system from which you want to monitor 8 remote system.
2. Tomanage power on the remote system, enter ipmi rencte powsr (on aff |
cycle | status) ipmi-target <ipagdr | hosinames user user
3. Tobegin remobe console monitoring, enter Lpmi remote conscle ipmi-target
<jpaddy | hostnames useT LS8R

{I} Mote: The usar name i5 an IFMI user nama defined for IPMI an the remote system. 0D
05 usar names ane not automatically supparted by IPMIL

4, Todisconnect from a remote console monitoring session and return 1o the command kna,
enter the at symbol ().

5. Toterminate remote conscle monitoring, enter the tlide symbal [~}

System access management

Systarm actess management features allow Yyou 10 control system BCCess 10 UBETE ina local
database or 0 a network directory. Additlionzl controte define different access levels and contral
wihich protocols can access the systam,
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Role-based access control

Role-based access control (RBAGC) is an authentication policy that controls which DD System
Manager controls and CU eommands & user can access on a system.

For example, usars who are assigned the agimin role can configure and menitor an entire system,
while users who are assigned the wser role are mited to monitoring a system. When logged Into
DD System Manager, users see anly the program features that they are permitted to use based an
the role assigned to the uses, Tha fellowing roes ere available for administering and maneging the

128

DD 05.
admin

An aglminrole user can configure and menitor the entire system. Mest configuration festures
and commands are avalable only to s role users, However, some Teatures and commands
require the appreval of a secuwtyrole user before a task is completed,

limited-admin

The lmited-admin role can configure and monitor the system with some limitations. Users who
are assignad this role cennot perform data deletion aperetions, edit the regletry, or enter bash
or SE mode.

The Lser rale enables users to monitor systems and change their own password, Users who
are sssigned the user management role can view system status, but they cannot change the
system configuration,

sacurity (security officar)

A security role usef, who may be referred to as a security officer, can manage other security
officers, authorize procedures that require security officer spproval, and perform all tasks
supported for user-role weers.

The sacurifyrole s provided to comply with the Write Onee Read-Many (WORM) regulation,
This regulstion requires elactronically stored corporate data be kept in an unaltersd, ariginel
state for purposes such s eDiscovery, suditing. and logging. As & result of compliance
regulations, most command options for adminstering sensitive operations, such as DD
Encryption. DD Retention Lock Comipliance, end archiving now reguire sacurity officer
approval.

Ir @ typical scenario, &n agtmin role user 1ssues 8 command and, iF security officer approval is
required, The system displays a prompt for approvel. To procsed with the original task, the
security officer must enter his or her username and passwaord on the same consalo &t which
the command was run. If the system recognizes the security officer credentials, the
procedure is suthorized.  not; & security alert is generated,

The fellowing are some gquidelines that apply to security-rale users:

«  Dnly the spesdans used (the default user crested during the DD 08 installation) can create
the first security officer, after which the privilege to create security officers is removed
from the speadmin uger,

= After the first security officer |s created, anly security officers can create other security
officers.

= Creating a sacurity officer does not enable the suthorizetion palicy. To enable the
authorization policy, a secunty officer must log in end enable the suthorization policy.

= Separation of privilege and duty epply. soimvin rode users cannot perform security ofTicer
tasiks, and security officers cannot perform system configuraton tasks.

= Dwring an upgrade, If the system conflguration contalns securty officers, a sec-off-
defaults permission i created thas inchades a list of ol current security officers.
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backup-operator

& backup-operator rofe user con perform all tasks permitted for weer role users, create
srapshots for MTrees, import, export, and mowve tapes between elements In a virtual tape
librery, and copy tepes acrcas pools,

& backup-operatorrole user can also add and delete 55H publc keys for non-password-
required |og ins. { This function is used mostly for automated scripting.) He or she can add,
delete, reset and view CLI command aliases, synchronize modfied files, and walt for
replication to complete on the destination system,

The none rabe is for DD Boost authentication and tenant-unit users only. A fone role user can
log in to 8 protection system and can change his or her password, but cannot monitor,
manage, or configure the primary system, When the primary system is pertitioned into tenant
units, either the fenanf-adminor the fenant-userrole ks used to define & user's rod with
regpect 1o a specific tenant unit. The tenant user is first assigned the none role to minimize
goccess to the primary system, and then aither the fenant-adrmin or the henant-user role B
appended to that user.

tenant=admin

A renant-aoimi rale can be sppended to the other {mon-tenant) rales when the Secura Multi-
Tenancy (SMT) feature is enabled. A fenasnt-admin user can configure and maonitor & specific
tenant unit.

tanant -usar

A fengnt-pser role can be appended to the other {non-tenant) roles when the SMT feature is
enabled, The temant-user role enables a user to monitor 8 specific tenant wunit and change tha
user password. Users who are assigned the fanan-useér management role can view tenant unit
states, but thay cannot change thi tenant unit configuration.

Access management for |IP protocols

This

festura manages system access for the FTP, FTPS, HTTP, HTTPS, 35H, SCP, and Telnet

protocols,

Viewing the IP servic
The

a3 configuration
Administrator Access tab dapdays the configuretion status for the |P protocols that can be

used 1o Becess the system. FTF and FTPS ere the only protocols that are restricted to

adm

Inestrators.

Procadure

1.

Select Administration = Access > Administrator ACcess,

RFaesufts

The Access Management page displays the Administrator Access, Local Users, Authentication, and
Active Users tabs,

Tabls

47 Agministrator Access tab Information

Item

Description

Pagsphrase It no pasaphress I8 gt the Sat Pessphrase button sppears. I &

passphrasa is sat, the Change Passphrasa button appears

Barvices Thi namme of & sendce,protncol el Can BCCEES TNE SYETEM.
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Table 47 Adrministrator Aocess tah imformation {continuad )

wm Description

Enablad (Yas/No) The status of the service, If the service ke disabled, enable it by
sesacting it in the st and clicking Configure. Fill aut the Ganeral
tab of the dialog bax. If the service is enabled, modify it settings
by salecting it in the ist and clicking Configure. Edit the settings in

the Generad tah of the dishsg Boo,

Allowed Haonts Tha host or hosts that can acoess the servica.

Service Cyptions The part o seston bimacut value for the service selected m tha
Eat,

FTR/FTRS Ciréy the session timeout can be et

HTTP port The port number cpened for the HTTF proteeal {port B0, by
dhefault).

HTTPS port The pert Aumber cpened for the HTTPS pratocal [part 443, by
default).

SSHSSCP port The pert nembsr cpened for the SSHASCP protocol (port 22, by
default).

Talnet Mo port number can be set.

Siassion Timeout The amaunt of inactive time alowed before a conmection clases,

The dofault & Infinite, that is, the connection doss not close.
possible, set & sestion tmeout masimum of five minutes. Use the
Advanced tab of the dialog bow to sat o timeout in seconds

Managing FTP access

1%

The File Tranefer Protocol (FTP) allows sdminigtrators to access files on the protection systam.
About this tesk

You can enable either FTP or FTPS access to users who are assigned the admin management role.
FTF access allows admin usar names and pesswords to cross the netwark in clear text, making
FTP an insecure access method, FTPS |s recommanded as a secure access method. When yau
enable either FTP or FTPS accesa, the ather access method is disabiled.

(13 |Mote: Only users who are assigned the sdmin management role are permitted to access the
system using FTP

E:l Mote: LFTP clients that connact to a pratection system vie FTPS or FTP are disconnected
gfter reeching a set timeout limit. Howavar the LFTP client uses its cached u=ermama and
password to reconnect after the timeout whils you are running ary command.

Frocadurs
1. Selsct Administration > Aceese » Administrator Accass.

2. Select FTP and cick Configure,

3. To manage FTP access and which hosts can connect, select tha General tab and do the
fallowing:

a. To enable FTP access, aalact Allow FTP Access,
b. Toemable all hosts to conmect, saloct Alow all hosts to connect.
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. To restrict access to select hosts, select Limit Access to the following systems, and
modify the Allowed Hosts fist.

m Mote: You can identify o host using a fully qualified hestname, an IPed address, or an
IPvE addrags.

+ Toadda host, click Add (+). Enter the host identification and click DK,

+ Taomodify a host D, sedect the hast in the Hasts fist and click Edit (pencil), Change
the host 1D and click OK.

= To rgmove @ host [0, salect the host in the Hoests BT and click Delets (K.
T g1 8 session timeout, select the Advanced tab, and enter the tmeout value in seconds.

@| Note: The session timeout default Is infinlte, that |s, the connection doas not close,

Click OK,
If FTPS ks enabled, a warning message appears with a prompt to click OK to proceed.

Managing FTPS access
The FTP Secure (FTPS) protocol allows adminlstrators to eccess files on the provection system.
About this tesk

FTPS provides additional security over using FTP, such &5 support for the Transport Leyer
Security (TLS) and for the Secure Sockets Laver (35L) cryptographic protecols, Consider the
following guidelines when using FTP3S.

*  Only users who are sssigned the admin management role are permitted to access the system
using FTPE.

= ‘When you enable FTPS access, FTP access s disablad,

# FTPS does not show up a3 a service for DD systems that run DD 05 5.2, maraged from a OD
gsystem running 0D G5 5.3 or later,

* When you issue the o=t command, the fatal error message 551 read: wrong version

numner 1 £t appears i matching versions of S50 ere not instelled on the protection syatem

and compiled on the LFTP cllent . As a workaround, attempt to re-issue the get command an
the same file.

Procedure

1
2
3.

Select Administration » Access = Administrator Access.
Select FTPS and dick Canfigure.

To manage FTPS accass and which hosts can connect, sefect the General tab and do the
following:

n Ta anable FTPS accote, salact Allow FTPS Access.
b To enable all hosts to connect, select Allow all hosts to connact,

£ To restrict access to sewct hosts, select Limit Access to the follawing systems, and
miodify the hasts list,

() |Note: You can identify & host using a fully qualified hestname, en IPv4 address, or an
IPvE gddress.

= Toadd a hest, eliek Add (+). Enter the host identification and efick OK.

* To modify a host |D, select the hast in the Hosts list and click Edit (pencil). Change
the host 1D and clck OK,
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* Toremove a host 10, select the host in the Hosts list and click Delete (X).

4. Toser s session timeout, select the Advanced tab and enter the timeout value n seconds,
E]lhlnta: The session timecut default is Infinite, that iz, the connection does not chose.

. Click OK. if FTP is enabled, & warning message eppears and prompts you ta click OK to
procaad,

Managing HTTP and HTTPS access
HTTF or HTTPS access is required to support browser access to DD System Manager.
Procedurs
Select Administration > Access > Administrator Access.
2. Select HTTP or HTTPS and click Canfigure,

The Canfigure HTTP/HTTPS Access dislog appears and displays tabs for general
configuration, advanced configuration, and certificete managamant.

3. Tomanage the access mathad and which hosts can connect, select the Ganaral tab and do
tha following:

A, Select the checkboxes for the acoass methods you want to allow,
b. To enable all hoats to cornect, salect Allow all hosts ta canmsct.

€. Torestrict BCCEES 10 8@lect hosts, select Limit Access to the following systems, and
mdify the host list.

(i) | Mote: You can identify a host using a fully quelified hostname, an IPv4 address, or an
IPvE addrass.

+  Toadd a host, click Add (+). Enter the host identification and chck Ok

= To modify a host ID, select the host in the Hosts list and click Edit (pencil). Change
the host ID and click OK,

= Toramove a host ID, select the host in the Hosts Est and click Delate (¥).

4. Toconfigure syeterm ports and session tmeout values, select the Advanced tab, and
complets the form.

* In the HTTP Port box. enter the port number. Port BO is assigned by default.
# I tha HTTPS Port box, entar the number. Port 443 ks assignod by datault.

* In the Session Timeout box, enter the interval in seconds that must elapse before a
connection cleses, The menimum is 60 seconds and the mesimum is 31536000 seconds
{one year],

()| Note: The session timeout defaul: is 10,800 seconds.

5. Click OK,

Managing host certificates for HTTP and HTTPS

A host certificare allowe browsers to verify the identity of the system when establishing
managamant sesaions,
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Requesting a host certificate for HTTP and HTTPS

You can use DD Syatam Manager to genarate & hoat certificate request, which you can then
forward to a Certificate Authority (CA)

About this task

{D Motae: You must configure & systemn peasphrase (system peasphrase sat) bafore you can
gerarate 8 CSR,

Procedure

Select Adminlstration » Access > Administrator Access.

In the Services eres, selact HTTP or HTTPS and click Configure.
Select the Certificate tab.

Click &dd,

& dislog appears for the protocol you selected earlier in this procadure,

-

B Wk

A Click Generate the CSR for this Data Damaln system,

The dialog expands to depiay 8 CSR form.

(i) |Mate: DD OS supports one active CSR at a time. Atter 8 CSH s generated, the
Generate the CSR for this Data Domain system link is replaced with the Download
tha CSA for this Data Domain system link. To delete g TSR, use the adminzceoass
certifleate cert=siaoning-reguest delete ELlcommand.

6. Complete the CER form and dick Generate and download a CSR.

The CSR file s saved at the following path; /ddver/certiflcates,
certiflcatesigningRegquest .csr, Use SCP, FTP or FTPS to transfer the CSR file
from the system to @ compater from which you can send the CSR to a CA.

Adding a host certificate for HTTF and HTTPS

You can use DO Syetam Menager to sdd & host cartificate to the systam.

Procadure

1. If you did not requested a host certificate, request a host certificate from a certificats
authority.

2. When you receive a host certificate, copy or mowe it to the computer from which you run

DD Service Manager.

Select Administration » Access > Administrator Access.

In the Services area, select HTTP or HTTPS and click Configure.

Select tha Certificate tab,

Chick Add.

& dialog appears for the protocol you selected earlier in this procedure,

m A &L i

¢, Toadd & host certificate enclosed in a.pl2 file, do the following:
a. Select | want to upload the certificate as a .pl12 file.
b. Type the password in the Pessword boo
e. Click Browse and select the host certificate file to upload to the system.
d. Click Add.
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&. Toadd & host certificate anclosad in a .pem fie, do the following:
8. Select | want to upload the public key as a pem fils and use a generated private key.
b. Click Browse and salect the host certificate file to upload to the system.
e. Click Add,

Deleting a host certificate for HTTP and HTTPS

DD OS supports one hest certificate for HTTF and HTTPS. If the system is currently using & host
certificate and you want to use & dfferent host cervficate, you must delete the current certificate
before adding the rew certificate,

Procedurs

Select Administration » Access = Administrator Access,

In the Services area, select HTTP or HTTPS and click Configure,
Solect the Certificate tab.

Select the certificate you want to delets.

Click Delete, and chck OK

L

Managing S5H and SCP access

134

S5H is a secure protocol that enables network access to the system CLL with or without SCP
(E&cure copy). You can use DD System Manager to ensble system access using the S5H protocol.
SCF reguires 55H, so when 55H is disabled, SCP is sutomatically disabled,

Procedura
1. Select Adminlstration » Access » Administrator Access.
2. Select 35H or SCP and click Configure.
2. Tomsnege the access method and which hoats can connect, sslect the General tab.
a. Select the checkboxes for the sccess methods you want 1o allow.
b. To enable all hosts to connect, aefact Allow all hosts to connect.

¢. To restrict access to select hosts, select Limit Access to the following systems, and
medity the host list.

Mote: You can identify a host using 8 fully quelifisd hestrame, an IPvd address, or an
IPVE address,

* Togdd 8 host, click Add (+). Enter the host identification and click QK.

= To modify a host ID, select the host in the Hosts st and click Edit (penci). Change
tha hosat ID and click QK.

*=  Toremovea host D, select the host in the Hosts list and ciick Delate (X,

4, Toconfigure system ports and session timeout values, click the Advanced tab,

¢ In the S5H/SCP Port text entry box, enter the port number. Port 22 | assigmed by
dafault.

= |n the Session Timeout bos, enver the ntervel in seconds that must elapse before
connection closes.

|E}|Hﬂ'll': Thae session tmaout detault is Infinite, that is, the conmnection does not Close,
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(T)| Mote: Click Default to revest to the deteult value.

5. Click OK

Managing Telnet access
Tedrat |5 an inseCure protocol that enables network eccess to the system CLL
About this task
Mote: Telnet access allows user names end passwords to cross the network In clear text,
miaking Telnet an insecure sccess method,
Frocedura
1 Select Administration > Access = Administrator Access,
2. Select Telnet and click Configure,
X, Tomanage Telnat access and which hosts can connect, select the General tab.
8. Toenable Telnet access. selact Allow Telnet Access.
b. To enable gll hosts to connact, select Allow all hosts to connect.

. To restrict scoess to select hosts, select Limit Access to the following systems, and
madify the host lst.
(T}|Mote: You can identify a host using a fully qualified hostnama, an IPvd address, or an
IPvE addrass.
» Toadd & host, click Add {+). Enter the host identification and click OK

= To modify a host |0, select the host in the Hests st and click Edit {pencil). Change
the host 1D and click OK.

+« Toremove 8 hoet I, select the host in the Hosts list and chek Dalate (XY,

4, Toset s session timeout, select the Advenced teb and enter the timeout value in seconds.
m| Mote: The session timacut default is Infinite, tht is. the connection does not closs,

5. Click OK.

Local user account management
A local user s 8 user account (user name and password) that is configured on the protection
system instead of being defined in & Windows Active Directory, Windows Workgroup, or NIS
directory.
After a trusted domain is configurad, users who belong To that domaln will be sble to log into the
protection system even If that trusted domain is offing,

UID eonflicts: local user and NIS user accounts

Whan you set up a protection system in an NIS environment, be aware of potential LD conflicts
betwean local and NIS user accounts,

Local user apcounts on a8 protection system start with a LAD of 500. To avoid conflicts, consider
the alze of potentlal local sccounts when you define allowables UID ranges for MIS usars.

Viewing local user infarmation

Local users are user accounts that are defired on the system, rather than in Active Directory, 8
Workgroup, or UNIX. You can digplay the local user's username, manegement role, login status,
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and target disable date. You can alse display the user's password controls and the tenant units the
LS CAN BOCBSS,

About this task

(1}| Mote: The user-authentication module uses Greenwich Maan Time (GMT). To ensure that user
accounts and passwords expire correctly, configure settings to use the GMT that correspands
to the target local time.

Procedure
1. Select Administration > Access > Local Users .

The Local Users view appears and shows the Local Users table and the Detsiled Information
arga.

Tehle 48 Local usar fist column label deseriptions

Item Description
Mame The w=er 10, &5 added to the systam,
Panagemsent Fole The roie disployed |5 admin, user, security, Beckup-operatar, or

e In this table, Tenant user roles are displayed &5 mome, To see
an assgned tenant rode, select the user and view tha role In the
Datalied Pnformation arsa,

Status ¢ Active—LUser access to the account (s permitted.

¢ Disabded —User sccess t0 the account is dended because the
account i adminsstratively disabled, the current dats is beyond
the atcount expiration date, or & locked Bcecunt's password
requires fenewal_

v Locked—User access is deniod becawse the password explred.

Dizabla Date The dete the scotunt |5 Sat to ba disatiad,
Last Login From The Incation whera the Lser st lbgged in,
Last Login Time The time the user kst loggad in,

nl:[} Mote: User accounts configured with the admin or security officer robes con view all
users. Users with other roles can view only thair own user acoounts,

2. GSelect the user you want to view from tha list of users,
Information about the selected user displays in the Detailed Information area.

Table 49 Detailed Liser Information, Row Label Daescriptions

Itarm Duescription
Password Last Changed  The date the passwond was last changed,
Minimum Ciays Batwean  The minimum nurmber of deys between pessword changes that you

Changa allow & user, Defawk is 0.
hadimum Days Bavwean  The mesimuem numbes of deys between pessword changes that you
Change alipw @ usar, Detaun s 90,

Warn Days Before Expire  Tha numbar of days to warn the users before thedr passwond
expires, Default s 7,
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Table 49 Deteiled Liser Information, Row Label Dascriptions (comntinuad)

Itam Daseriptian

Disable Days Aftar Expire The numbaer of days after a password expires to dissble the user
account. Default s Never,
“()[Note: The defeuit values arz the initial defau't password policy values, A system
sdministrator {admin role) can change tham by selecting More Tasks = Change Lagin
Options,

Creating local users

Create local users when you want to manage accesa on the locel system inatead of through an
external directory. Protection systems support & masimum of 500 local user sccounts,

Procadurs
1L Seglect Administration - Access = Local Users.
The Local Users view appears.

2, Chick Create to creste & new user.
The Create Lser dialog appears.

I Enter user information in the Genaersl Taeb.

Talble 50 Create Usar dialog, general controls

ltem Description

Uger The user 10 or name.

Passward The user password, Set a default password, and the user can
chenge it lates

Warify Fassword Thi uger password, &pain,

Manageman: Rale The role assigned to the wsar, which can be admin, wsar, security,

backup-oparator, ar nore. |
(1) Mota: Only the sysadmin user (the defeut user created during
the [0 05 installation} can create the first security-rofe user,

After the first security-role user |5 crested, only security-rche
USErE CAR craste other security-role users.

Force Pessword Change  Salect this checkbox to require that the user change the passwond
during tha first login whan logging in to DD System Mansger or to
the CLI with S5H or Teinet.

The default value for the minimum longth of a pessword iz B characters. The default value
far tha minimum rumber of cheracter clesses reguired for 8 ugar passward i 1. Allowabls
character classes Include:

= Lowercase letters (a-1)

+ Lppercase letters (A-Z)

=  Mumbars (0-3)

+ Special Charecters (§, %, #, +. and 50 on)
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i )| Mote: Sysadmin s the default admin-role user and cannot be deleted or modifiad,
O]

4, Tomanage password and account expiration, select the Advanced tab and use the contrals
described in the following tabla,

Table 51 Create User dialog, advanced contrals

It Dascription

Minimum Deys Betwesn  The minimum number of deys betwesn passward changes that you
Changa alew a usir. Dafault is 0.

Maximum Days Batwean  The masimum rumber of days between password changes that you
Change alow a usar, Datsult ks 90,

Warn Days Bafore Expire  The number of deys 1o wamn the users before their passwerd
axpires. Detaut ka 7.

Dizable Days After Expira The number of days after & password axpires to dissble the weer
aocomnt. Default s Newar,

Disable sccountonthe  Check this box and enter a date (mmAdd Sy ) when wol went to
following date disable this account. Ak, you can cick the calendar to salect &
data,

& Click OK

{7y Mote: Note: The default password policy can change If an admin-role user changes them
{More Tasks > Change Login Options). The default velues are the initial default
pessword policy values.

Modifying a local user profile
After you creats 8 usar, you can use DD Syatem Managar te modify the user configuration.
Frocedurs
1. Select Administration > Access » Local Users.
The Local Usara view appears.

2. Chick & user name fram the list,

3. Click Modify to make changes to & user account.
The Modfy User dislog box appaars.

4, Update the information on the General tab.

()| Mote: If SMT is enabled and a role change is requested from none to any other rale, the
change Is sccepted only if the user is not assigred to o tenant-unit 85 8 mansgemeant-
user, is not a 0D Boost user with its default-1enant-unit set, and is not the cwner of o
storage-unit that is assigned to a tenamt-unit.

{i)|Note: To change the role for a DD Boost user that does not own any storage units,
unassign it &5 a [ Boost user, change the user rale, and re- assign it as a 00 Boost
us&r ggain,
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Tabla 52 Modify Lisar diskog, genaral contrals

Item Description
Liger Thiz ugar [0 oF name.
Fale Salact the role from tha list,

B, Update the information on the Advanced tab.

Tainle 55 Modify Lser dislog, sadvanced controls

ltem Description

kinimum Daye Batwesn  Tha minimum number of days between password changes that yau
Changa allow & ysar. Defautt lo 0,

Masirnum Days Betwesn  The maximum number of daye between passwond changes thet you
Chanpe gllew a wser. Default s 50,

Wern Dave Before Expire  The number of deys o wam the users before ther password
expiras. Default is 7.

Diisable Days After Expire Thie number of days after 8 passward expires 1o disable the user
gocount. Defadlt B Mever,

6. Click OM.

Deleting a local user

You can delete certan users based on your user role. if one of the selected users cannat be
deleted, the Delate button ks disabled.

About this task

The sysadmin user cannot be deleted. Admin users canno? delete security officers. Only security
officens can delete, enable, end digable other security officers,

Procedurs
1. Select Adminigtration » Access » Local Lsers.
The Local Users view appears.

2. Click one or more user names from the list,
3. Click Delats to delate the user acoounts,
The Dedete User dislog box appears.

4. Click OK and Close.

Enabling and disabling local users

Admin users can enable or disable all users except the sysadmin usar and usars with the security
role, The sysadmin user cannot be disabled, Only Securtty officers can enable or disabie othar
seCurity oiTICers.

Procadure
1. Select Administration » Access > Local Users.
The Local Users view appears.
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2, Click one or more user names fram the kst
3, Chick sither Enable or Disable to enable or disable user eccounts.
The Enable or Disable User dialog box appears,

4, Click OK and Closs,

Enabling security authorization
You can use the CLI to enable and disable the security suthorization policy
About this task

For infarmation on the commands used in this procedure, see the 00 OF Commang Refersnce
Giale.

(D) |Note: The DD Retention Lock Complance license must be installed. You are net permittad to
disable the authorization policy on DD Retention Lock Compliance systems.

Procedure
1. Log into the CLI using a security officer usarname and paeeward.
2, Toenable the security officer authorization pollcy, enter; # authorizatlan policy set
gecurity=olflcer enabled
Changing user passwords

After you create a user, you can use DD System Manager to change the usar's password
Individual users can also change their own passwords,

Procedure
1. Cligk Administration » Access - Local Users.
The Local Users view is displayed.

2. Cliek o username from the list.
4. Tochange the user password, click Change Password.
The Change Pasewaord dialog box is displayed.,

Entar the old peesword ints the Old Password bax,

Enter the new password into the New Password box.

Enter the new passwaord again Into Verify New Password box.
Clhick OK,

Only users with an "admin® role may change the password of other users. The administrator
can change the password of other ugers from the CLI by running the user change
password [<user>] command.

~ ;oo oa

{D MNote: For security ressons, users with an "admin" role cannot change other "admin”
users' passwords, If an “sdmin” user password needs to be changed by logging in as
another usar, contact DELL-EMC Support by creating a8 Support Request or chat
request for assistance.
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Madifying the password policy and login controls

The peseword policy and login controlz define login requiremants for all users. Administrators can
epecify how often & password must be changed, what is required to creste s valid password, and
how the system responds to invalid kogin attampts.

Frocedura
1. Select Adminigtration > Access.
2. SeWwct More Tasks » Change Login Options,

The Change Login Options dislog sppears.

3. Specify the new configuration in the boxes for each option. To select the default value, click
Default next to the appropriate aption,

4, Click DK to save the password sattinge.

Change Login Options dialog

Use this dislog 1o set the passwond policy and specify the maximum login attempts and lockout
period,

Takde 54 Change Login Dptions dialeg controls

Item Dwscription

Minimum Days Batwean  Tha minimum rumber of deys betwesn password changes that you

Chanmga allaw B w=ar. This valve must be less than the Maximum Days
Between Change valee ménus the Warn Days Betore Explre value,
Thea default saiting |5 0.

Maximum Days Batwesn  Tha masimum numbar of days between passwerd changes that you
Change allow a usar. The minenum value k7. The default value k= GESEE,

Wim Days Before Expire The numbes of days 1o warn the users beffors their passwond
expired. This walus must ba less than the Masdmum Days Betwean
Change value minus the Minimum Days Between Change value.
The defsult setting is 7.

Diseble Days After Expire  The system disables a user acoount after password oepisation
sccording to the number of days spesified with this cption. Valid
enirles are never of number greater than o agual to 0, The default

setting Is never.
Mirimam Length of The minmum pessword length required. Defsult is B.
Fassword
BAINImum: Humioer of The minmum number of character classes required for g user
Character Classes password, Default 5 1, Character classes inchude;

*  Lowercase lettars (&-z)

»  Uppercase lattars (A-2)

*  Numbers {0-8)

# Special Characters (F, %. #, +. and 50 on)

Lowarease Charastor Enable or disable the reguirement Tor Bt least ane lowersess
Ragquiramesnt charscter. The deteult setting & deablad.
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Table 84 Change Login Options dislog controls (continued)

Ham Description

LIpparcass Charscter Enable or disable the requirernent for at leest one upparcase
Roquiremant character, Tha default setting is disabled.

One Digit Requiremant  Enable or disable the requirement for at least ona rumerncel
charpcter. The default setting is disshled.

Special Charsster Erable or dizable the requirement for at least cne specisl charscter.
Raquirgmant The ciafault satting is disabad,
Max Consscutive Erable er dizable the requirement for & mastmum of three repeated

Charseter Fequirement  characters. The default setting is disablod,

Number of Praviaus Spacify the number of remembered passwards, The range & 0 to
Passwords ta Block 24, and the default settings is 1.
(1) | Nate: If this setting is reduced, the remembared password list
remains unchanged urtil the next time the passwerd is
changed. For exampla, if this setting is changed from 4 ta 3,
the last four passwends are remembered until the next tme the
password |e changed.

Maximum login attempta  Specifies the maximuen rumbes of login sttempts before
mandatary leck is applied to & user sccount, This limit applles to al
user accounts, including aysadmin, A locked user camnot log in
wihile the account & lecked. Tha rangps iz 4 te 10, end the default

vakie is 4,
Urileck timeait Specifies how long a user account is lncked after the maximem
[seconds) number of login attempts, When the configured urlock timeous is

reschiad, & user can attampt login, The range is 120 to 600 secands,
ard the defeult period is 120 seconds,

Maximirm active logins  Spacifies the masimum numiber of sctive loging to allew. The
default valug iz 00,

Directory user and group management

You can use DD System Manager o manage access to the system for users and groups in
Windows Active Directory, Windows Workgroup, and NIS, Kerberos suthentication is an option for
CIFS and NFS cliants.

Viewing Active Directory and Kerberos information

The Active Directory Kerberos conflguration determings the methods CIFS and NFE clients use to
suthenticate. The Active Directory/Kerberos Authentication panel displeys this configuration.

Pracedura
1. Selct Administration > Access = Authentication.
2. Expand the Active Directory/Kerberos Authentication panal,
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Table B8 Active Directoryy Kerberas Authentication labal descriptions

Item Description

Klode Tha type of authentication mode, In 'Wndows Active Directory
moda, CIFS clients use Active Directory and Kerbanos
authentication, and NFS clients use Kerberos authentication.
Urix mode, CIFS clients use Workgroup authentication {without
Kerberas), and NFS clients use Merbercs authentication, In
Disabled mode, Kerberos authentication is disabled and CIFS
clients e Workgroup authenthcation,

Raalm The realm nama af the Waorkgroup or Actlve Directony,

il by ] wWhether or not the Dynamic Domain Mame System is enablad,

Dernsn Contreliere The name of the domain controflar for the Workgroup or Active
Diirgctory.

Organizational Linit The name of the ocrganizetions unit far the Waorkgroup or Actiee
Directory.

CIFS Sarver Mame The name of the CIFS server in use (Windows mode anly).

WINS Server The rarme of the WINT sarver inouse [Wedows mode only).

Shart Damain Mama fAm abbreviated name for the domain,

NTF Enabded/Disabled (LMK mode only}

MIS Enabdad/Disablad (UNIX mods only }

Moy Distribution Centers  Hosterea(s] or [P{s) of KDC in use (LN mede cniy)

Betive Directary Enablad/Disabled: Click to Enabls or disable administrative accass

Adrminlatrative Acoess for Active Diractory (Windows) groups,

Table 36 Activa Directory sdministratha groups and roles

Itam Dascription
Windows Group Tha rama of tha Windows group.
Management Robs The roda of the group (admm, usar, and 5o o)

Configuring Active Directory and Kerberos authentication

Configuring Active Directory authentication makes the protection system part of 8 Windows
Active Direstory realm. CIFS clents and NFS clients use Kerberos authentication.

Procedurs
Sslect Administration = Access > Authentication.
The Authentication view appears.

fl

Expand the Active Directony/Kerberos Authentication panel.
Chck Configure... mext to Mode to start the configuration wizard.
The active Directory/Kerbercs Authentication dialog appears.
Select Windows/Active Directory and click Mext.

Enter the full realm name for the system (for example: domainl.local), the user name, and
password for the system. Then elick ek,
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':D' Mote: Use the compiete realm name. Ensure that the user (s assigned sufficient
privileges to join the system 1o the domain. The user name and pessword must be
compatible with Microsoft requirements for the Active Directory demain, This user must
also be assigned permission to create sccounts in this domain.

6. Select the default CIFS server name. or select Manual and enter a CIFS server name.

7. Tosselect domain controllers, select Automatically assign, or select Manual and enter up 1o
three domain contraller names.

You can enter fully qualified domain names. hostnames, or IP (IPwd or IPvE) addresses.

B. Toselect an organizational unit, select Use default Computers, or select Manual and enter
BN Srganization unit name.

{'_IJ| Naote: The account is moved to the new crganizational unit.

9. Click Mest.

The Summary page for the configuration appears.
0. Click Finish.
The system displays the configuration information in the Authentication viaw,
1. Toenable administrative accass, click Enable to the right of Active Directory
Administrative Access.
Authentication mode selections

The authentication mode salection determines how CIFS and NFS clients authenticate using
supported combinations of Active Directory, Workgroup, and Kerberos suthentication,

About this task
DO OS supports the following suthentication options.

* [Disabled: Kerberos suthentication is disabled for CIFS and MFS cliesnts. CIFS clients use
Workgroup authentication,

= WindowsSActive Directory: Kerboros authentication is enabled for CIFS and NFS cliente. CIFS
clients use Active Directory authentication.

= Unbe: Kerberos authentication is enabled for only NFS clients. CIFS dlients use Workgroup
muthentication.

Managing administrative groups for Active Directory

124

You can use the Active Directory/Barberos Authentlcation penel to create, modify, and delete
Acthee Directory (Windows) groups and assign management roles (admin, backup-operator, and so
on) to thoae groups.

To prepars for managing groups, select Administration > Access » Authentication , expand the
Active Directony/Kerberos Authentication panel, and click the Active Diractory Administrative
Access Enable button.

Creating administrative groups for Active Directory

Create an administrative group when you want to essign 8 management role to all the users
canfigured in an Active Directory group.

Before you begin

Enable Active Directory Administrative Access on the Active Directory/Kerberos Authentication
panel In the Administration > Access = Authentication page.
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Procedure
1. Click Create....

2. Enter the domain and group name separated by a backslash. For exemple: domainname
\GroUpname,

3. Select the managernant role for the group from the drop-down menu.
4. Click OK.

Medifying administrative groups for Active Directory

Modify en administrative group when you want to change the administrative domain name or group
name configured for an Active Directory growp.

Befare you begin

Enable Acthve Directony Administretive Access on the Active Directory/Kerberos Authentication
pangl in the Administration > Access » Authentication page.

Procadure
1. Select & group to modify under the Active Directory Administrative Access heading,
2. Click Madify....
3. Moaodify the domain and group name. Thase names ere separated by a backsiash. For
EEEMNE. domainname groupname.
Deleting administrative groups for Active Directory

Digdete an administrative group when you want to terminate system actess far all the users
configured In an Active Directory grouwp.

Bafora you bagin

Enable Active Directary Adminstrative Access on the Active Directory Kerberos Authentication
panil in the Administration ~ Access » Authentication page.

Procedure
1. Select a group to delete under the Active Directory Administrative Access heading,
2. Click Dalate.

Configuring UNIX Kerberos authentication

Configuring UNIX Kerberos suthentication enables NFS clients to use Kerberos authenticatian.
CIFS clients use Workgroup authentication.

Before you begin

MIS must be running for UNIX-mode Kerberos authentication to function. Fer instrections about
enabling Karberos, see the section regarding enabling MIS services.

Procedura
1. Select Administration » Access » Authentication.
The Authantication view appears.

2, Expand the Acthee Directony/Kerberos Authentication panal.
3. Click Configure... next 1o Mode to start the configuration wizand.

Tha Active Directory/Kerberos Authentication dialg appears.
4, Select Unix and click Next.
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3. Enter the realm name (for example: domainilocal), and up to three host names or [P
addresses (IPv4 or IPvE) for key distribution centers (KDCs).

6. Optionally, click Browse to upload a keytab file, and click Next.

The Summary page for the configuration appasrs,

{73 |Mote: Keytab files are generated on the suthentication servers (KDCs) end contaln e
shered secret between the KDC server and the DDR.

0

NOTICE A keytab file must be uploaded and imported for Kerberos authentication to
7. Click Finish.

opErate correctiy.
The system displays the configuration Information in the Active Directory/Kerberos
Authentication panel.

Disabling Kerberos authentication

Disabling Kerberos authentication prevents CIFS and NFS clients from wsing Kerberos
authentication. CIFS clients uss Workgroup suthentication.

Frocedurs
1. Select Administration > Access Mansgement » Authentication,
The Authentication view appears.

2. Expand the Actvwe Directory/Kerberos Authentication panil,
3. Click Configure... next to Moda to start the configuration wizard.
The Active Directory/Kerberos Authenticetion disiog appears.
4, BGelect Disabled and click Next.
The system displays a summary page with changes appearing in bold text.
5. Chick Fintsh.

The system dispiays Disabied next to Mode in the Active Directory/Kerberas Authantication
panel.

Viewing Workgroup authentication information
Lise the Workgroup Authentication panel to view Workgroup configuration nformation.
Procadure

1. Select Adminietration » Access » Authentication.
2. Expand the Workgroup Authentication panel.

Table &7 Warkgroup Authantication label descriptions

Item Description

Moda The type of authentication mads (Waorkgroup of Acthes Directany).
Workgroup name Tha spacifiad workgroup

CIFS Server Name The name of the CIFS sanser in uss,

WINS Server Tha nama of the ‘WINS server In uss.
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Configuring workgroup authentication parameters
Workgroup suthentication parameters allow you to configure a Workgroup name and CIFS server

Name.
Procedura

1. Selsct Administration » Access > Authentication,

The Authentication view sppaars,

o

Expand the Workgroup Authentication panel.
3. Chek Configure,

The Workgroup Authentication dialog appears.

4, For Workgroup Mame, select Manual and enter & workgroup name to join, or use the

detaust,

The Workgroup mode joins a protection system to a workgroup domain.

5 For CIFS Sarver Name, salact Manual and enter a server nama (the DOR). or uss the

datault.
6, Chck OK.

Viewing LOAP suthentication information

The LOAP Authentication panel displays the LDAP configuration parameters and whether LDAP
suthentication is ensbled or disabled,

About this task

Engbling LOAP allows vou to use an existing OpenLDAF server or deplovment with the protection
mystem for system-level user authentication, NFSvE |D mapoing, MFSv3 Kerberos with LDAP, or
MFSwd Kerbaras with LOAP,

Procedurs

1. Select Administration > Access = Authentication,
The Authertication view sppears.

2. Expand the LDAP Authentcation panel,

Results

Teble BB LDAP Authentication panel items

Item Description

LOwP Status Erablad or Disabled,

Ba=e Suffix LOAF basa suffix,

Bind DN Account name associated with the LOBE server,
85L Erabied or Disablad.

Sarver Airthenucaton servers).

LOAP Group Thea name of tha LOAP group,

Maragerment Rok The role of the group (edmin, wer, ard 80 on).
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Enabling and disabling LDAP authentication
Uze the LOAF authentication panel to enable, disshle, or raget LDAP suthantication,
Procedure
1. Sabect Administration > Access > Authentication.
The Authentication view Bppears.

2. Expand the LDAP authentication panel.

Click Enable next to LDAP Stetus to enable or Disable to disable LDAP Authenticetion,
The Enable or Dissble LDAP authentication dialog box appears.

{l‘.[ﬂq«: An LDAP server must exist before enabling LDAP authentication,

f

4. Click OK,

Resetting LDAP authentication.
The Reset button disebles LDAP authentication and clears the LDAP configuration information,

Configuring LDAP authentication
Use the LDWP authentication panel 1o configure LDAP authentication.
Procedure
1. Select Administration > Access > Authentication.
The Authentication view appears.

2. Expand the LDAP Authentication panel,
3. Click Configure.
The Configure LDAP Authentication dislog box appears.

Specify the base suffix in the Base Suffix fiald.

Specify the sccount rama 1o associate with the LDAP server in the Bind DN fiak.
Specify the password for the Bind DN account in the Bind Password field,
Optionally sefect Enable S5L.

QOptionally selsct Demand server certificate to require the protection system to import a
CA cartificate from the LOAP server.

8. Chck OK

0. If necessary &t & later time, click Reset to return the LDAP configuration to ite default
values.

|- B R

Specifying LDAP authentication servers
Use the LDAF authentication panel to specify LOAP authentication servers.
Before vou begin
LDAF suthenticathon must be disabled before configuring an LDAP sarver,
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About this task

(i) [Mote: DD EM parformanca when logging in with LDAP will gecrease as the number of hepa
between the system and the LDAP server increaea.

Procadura
1. Select Administration - Access - Authentication.
Tha Authentication view appears.

3

Expand the LDAP authentication panal,

3 Click tha + button ta add & server.

4. Specify the LDAP servar in one of the following formats:
* |Pvd address—10.26.16. 250

»  IPvE address— [: ; ££4£:9, 53,96, 21]

* Hostname —myldapserver

5. Click OK.

Configuring LDARP groups
Use the LDAP authantication panel to configure LDAP groups.
About this tashk

LDAP group configuration only spplies when using LDAP for user puthenticatian an the protection
EyEtem.

Procedurs
1. Saelect Administration = Access = Authantication,
The Authentication view appears.

2. Expand the LOAP authentication panal.
3. Configure the LDAP groups in the LDAP Group table.
= Toadd an LDAP groug, click Add (+), enter the LDAP group name and role, snd clickDK,

= Tomodify an LDAP group, select the checkbox of the group neme in the LDAP group st
and click Edit {pencil). Change the LDAP group name and click OK.

# Toremowve an LDAP group, select the LOAP group in the list and click Dalste (X,

Using the CLI to configure LDAF authentication

You can use the CLI to configure an existing OpenlLDAP sarver or deployment with a protection
system for system-level user authentication, NFSvd ID mapping, MFSv3 Kerbercs with LDAP, or
MFSvd Karberos with LDAP.

Configure LDAP servers

You can configure one or more LDAP servars at the sama time,

About this Task

0 |Hu‘tE|-.' LOAP must be disabled when making any changes to the configuration,

Specify the LOAR server in one of the following formats:
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-

IPvd addrass—10, cA>, B>, <o

IPve address with port number—10 . <is, <B>, <0>; 400

IPvE addrass—[: £#££:5 53 96.211]

IPv6 address with port number— [ : :£££: 9. 53.96. 21 : 400
Hostname—nayldapaacver

Hostname with port number—ayldapseryes: 400

Whan configuring multisle servers:

Separate each server with a space.

The first server listed when using the avthent loatlon ldap servers add command
becomes the primary server.

It arvy of the servers cannot be configurad, the command feils for all servers listed.

Pracadure

1. Add one or more LOAP servers by usingthe aut-entication ldap servers acd
pommsand:

f authentlcation ldap servers add 10.A.B.C 10.%,¥.E2:1400
LOREF =mmrveris] added

LOKE Sarver(a): .

E I Address Homtnans

1. LO0.A.B.2 [pPimazsy)

e 10 %K. Y. 2 400

—— I I RS RSN B e 5 i e - e

2. Remove one or more LDAP servers by uging the authent icatlion ldap server
COmmand:

LiT]
]
1B

¥ authentication ldap sarvers del J0.3%_¥.3:400
LDAE server (el deleted.

AP Servers=r 1

Servar

I0.R.B.C IpELnaTy )

= Hmﬂ&ﬂ'mﬁpmmwmngthﬂ:.”.!'.-&-.'l'..i-.:-u: ion Idan servars rasatr

caarmmand;

#4 authentication ldasp servers ceset
LOAP gecver list reset to emphy.

Configure the LDAP base suffix

The base sutfix iz the bage DN for search and is where the LDAP directory beging searching.
Frocedure

1. Set the LDAP baee suffix by uging the sothenticacion ldsp hasa =et command:
# suthentication ldap base set "do=anvil, do-ceam"

LOAF base-aulflx ast to "do=anvil, do=team™.

2. Resst the LDAP base suffix by using the authers lcat ion ldap bass r=se=d
command:

! sikhentication ldap base ressat
LORE Dase-sufflx reset o emmiy.
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Configure LDAP client authentication

Configurs the account (Bind DM} and password [Bind PW) that is used to suthenticate with the
LOAP sarver and make quaries,

About this task

You should slways configure the Bind DM and password. Mormally, LDAP servers requine
authenticated bind by default. If clienc-zuch Is Not 58T, ANOMTTIOUS BCCBSS 5 requested,
providing mo name or pagsword. The output of authentlcation ldap ahow is as follows:

i spthentlcation ldap show
LOAP coafiguration

Enabled; yag (4]
Bagse-suffiu: diZ=gd, oo=tgim
Binddnt |anonymous )
Servar{a) 1

Sprver

I0.207.B6.1ED ([primary )

I = | ==

Secure LOAT configuration

53L Enabled: no
5L Mathod: aft
tlx regeert denamnd

[*] Beguires & fileaystem regtart for the configuration to take effeck.

It binddn is sat wsing -1 iant—anth CLI, but bindpw is not provided, unauthenticated access (s
requested,

# authentication ldap client-auth s=t binddn "cr=Manages,de=ul;de=Caam"
Enter bindgw:

¢ Bindow is not provided. Unavthenticated aceess would be reguested.
LOAP clisnt authentication binddn set to “"cr=-Harager, do=ud . CC=team” .

Procedura
1. Set the Bind DN and password by using the authentication ldap cllent-auth set
binddn command:
# authentization ldap client-auth set binddn
Pen=Rdninistratar, en=lgere, de=anvil ,do=team"
Enter bindpw:

LDAPF elient sutherticatian binddn set to
"enefdministrator, cn=0gers, de=anvil  dosteam®™ .

2. Rescot the Bind DN and password by using the auchentication ldap slisnt-auth
Fogot Command:

f authentication ldap clipnt-avth cesst
LOAF cliesnt suthenticetion conflgusstish eesst Lo empty.

Enable LDAP

Bafore you bagin

An LDAP configuration must exist before enebling LOAP. Additionally, you must disable NS,
ensure that the LOAP server is reachable, and be able to query the root DSE of the LDAP server.

Procedure
1. Enable LDWP by using the authentication ldap enakle command:

% authantication ldap enzble
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The cetails of the LDAP configuration &re displayed for you to confirm before continuing. To
continue, type yes and restart the file system for LDAP configuration to take effect.

2. View the current LDAP configuration by using the authentication ldap show
command;

¥ aukhentication ldap shau
LOAZ eonfiguration

Enalled: (1]
Base=suffin do=anelil, de=team
Birddn; cn=Adrinistyator, co=Users, de=anvil, do=taan
Smrveris] #
#  Server
; 10246, 16 350 [Primary)

10, 26.18. 2511400

mrrEEE

Sacure LDAF copfiguration

EEL Enablad: no
E5L Method: afl
tls reqoart: desiand

Bazic LOAF and sacure LDAP configuretion details are displayed.
3. View the current LDAP status by using the suthent icat lon ldap status command:

F authentication ldap statis

The LDAP status |s displayed. If the LDAP status i not goad, the problem is identifiad in the
autput, For example:

¥ authenticatien Idap status
Status: Lavalid credentials

or

% suthentlcation ldag atatua
Btatuom: Levalid DH syntax

4. Disable LDAP by using the suthertication ldsp disable command:

¥ autheatication ldap disable
LEAP im dizabled.

Enable secure LDAP
You can configure DOR to use secure LDAP by erabling S5L.
Before you bagin

It there is no LDAP CA certificate and © 15 regoert 1§ 80010 demand, the operation fails. Import
an LDAP CA certificate and try sgain.

Iftls regeert issettonevers, an LDAP CA certificate s not required. For maore information,
sea Configure LDAP server certificate verification with imported CA certificates on page 153,

Procedurs
1. Enable S5L by using the authentication ldap =3l erable command:

1 authentleation ldap szl enable
Secure LOAE is enabled with “ldapsa® mathod.

The detault method is secure LDAP, or joags You can specity other methods, such as TLS:

1 authenticatlion ldap £21 enable method =stark tls
Secure LDAPF is enabled with “ateart tls" method,
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2. Dissble 55L by using the authentication ldap ss! disable commend:

§ authentication ldap =sl disable
Cacure LDAP 8 disablag,

Configure LDAF server certificate verification with imported CA certificates
You can change the TLS requeest certificate bahaviar.
Procedure
1. Changa the TLS request certificate behavior by using tha suthentication ldap =3l
sot vl Fegoert comrmangd,

Do nat werify the cartificate:

# authentlcatlon ldap 35l set tls regoerst never

“tls reqoesk™ st e "never™. LOAF searver certificate Will not be
warllied,

Verify the certificate;

§ authentication ldap sal set tis regoart demand
“rls regrert” get to “demand"™. LOAP server certificate will be verified.

2. Reset the TLS request certificate behavior by using the authent loation ldsp =5l
reser tls_ regoart command. The default behavior | demand;

N auchentlcaclon ldap s&i resct 'ZJ-'I_EEI]':EEL
tle raqeart has been set to "demapd", LOAP Servar certificate will be

verified with ipported €A certificate.lae "admlnaccess" GLI te import the
Ch certaficate.

Manage CA certificates for LDAP

You can mport or delete certificates and show current certificate information.
Procedura
1. Import a CA certificate for LDAP server certificate varificetion by using the adminaccoss
certlficate import command,
Specify ldap for ca applicetiam
§ adminaccess cercificate import (host applicetion {all | aws-federal | @dbeost | https |

kgysecurs | <appiication-Id=st>] | ca spplication [all | cloud | ddboost | ldas login-
auth | keysecura | <apgplication-lists)) [File <Fila-naner)

2. Delete & CA certificate for LDAP server certificate varification by using the sdminzccesa
cartiflicare deleto command.
Specify Ldap for application:

# afminaccess pertificate delere [subject <subiect-nmames | fingerpelnt <Ilngerprinta}
[application {all | aws-federal | cloud | ddbocst | ldap | legic-auth | kttpe | keysecurs
| suppoct <applicarian-d18Exk]

3. Show current CA certificata information for LOAP server cartificate venfication by using the
sdminacooss certiflcate show-comemand:

i adminasccess pertificate show imported-ca sppllcatlon ldag
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Viewing NIS authentication information

The NiS Authentication panel displays the NIS configuration perameters and whether NIS
authentication ks enablad or disabled,

Procedure

1. Select Administration = Access > Authentication.
The Authenthzation view appears.

2. Expand the NIS Authentication pangl.
Results

Tale 68 MIS Authertication panel items

ftem Description

MIS Status Enesled er Disabbad,

Domain Mame The name of the domain for this sarvica.
Sarver Authenticetion ssrwar(s).

NIS Group The name of the NIS group,

KManagemeant ol Thwa rode of the groug (admin, user, and soon).

Enebling and disabling NIS authentication

Use the NIS Authentication panel to enable and disabie NIS authentication.
Procedurs

1. Select Administration » Access » Authentication.
The Authentication view appears.

2. E=pand the MNIS Authentication panel.
3. Click Enable naxt to MIS Status to enable or Disable to disable NIS Authentication,
The Eneble or Disable NIS dialeg box appesrs,

4, Click OK.

Configuring the MNIS domain nama
Uzse the NIS Authantication panel to configure the NIS domain names.
Procedure

1. Select Administration = Access = Authentication.
The Authentication view appears,

2. Expand the NIS Authentication panel.
J. Click Edit next to Domain Name 1o edit the NIS domain name.
The Configure NIS Domain Name dialog box appears.

4. Enter the domaln name in the Damaln Mame box,
8. Click OK.

154 Dall EMC D0 OS5 Adrministradion Guide



Managng the Protection Systam

Specifying NIS authentication servers
Use the NS Authentication panel to specfy NIS suthentication servers,
Frocedurs

Salact Administration > Access » Authentication.

The Authentication view eppaars.

1.

4,

Expand the MIS Authentication panel,
Balow Domalm Mame, satect one of the following:

Obtain NIS Servers from DHCP Thie syatem sutomat|cally obtaing NIS servers using
DHCF

Manually Configure Use the following procedurss to manually configure NIS servers.

Toadd an authentication server, click Add (+] in the server table, enter the server name,
and click OK,

To modify an authenthcation server, select the authentication server name end click thae
edit icon (pencill. Change the server noma, and click OK,

Ta remowe an authentication server name, select & sarver, click the X ican, and click QK.

Click DK,

Configuring NIS groups
Use the NIS Authentication panel to configure NIS groups.
Procadure

Selact Administration » Access = Authentication.

The Authentication view eppears.

1,

[

4,

Expand the NIS Authentication panet,
Configure the MIS groups in the MIS Group table.

Teadd a NIS group, cick Add (+), enter the NIS group name end role, and click Validate.
Click OK to exit the add NIS group dialog box. Click OK again to exit the Configure
Allowed NIS Groups dialog box.

T modify an MIS group, select the checkbox of the NIS group neme in the NIS group list
and click Edit {pencil). Change the MNIS group neme, and click OK.

To remove an NIS group name, select the MIS group in the list ond click Delete X,

Click OK.

Configuring 350 authentication

The Singla Sign-On (S50) panel displays the 850 configuration parameters and whether 550 is
anabled or disabled, Configuring S50 requires action on both the protection system and the S50
provider. S50 is supported on physical protection systams, and kocally installed DD VE Instances.
Cloud-based DD VE instances arg not supported,

About this task

550 allows you to register a protection system with a supported 550 provider to use the 550
providar credentials for system-level usar authentication. Logging in using singke sign-on (S50) an
page 31 describes how 1o log In using 350 after 350 is configured, an S50 user group is creatad,
and S50 is enabled.
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() | Mote: Data Protection Central (DFC) is the only supported S50 provider. DPC version 19.1 is
required to use 350,

Procaedura

1. Select Administration > Access > Authentication.
The Authentication view eppears.

2. Expand the Single Sign-On (S50 parel,
Fesults

Tabla B0 Singla Sign-0n (S50) panel items

Item Description

Single Sign-0On Status Enabled ar Disabled.

Provider Thea name of the S50 provider,

Prowider Status Cinng or Offline.

Clent Hama The |F address of the S50 cliant.

Hast Narma The hostname of the S50 client,

Lisar Group The name of a user group configured o allow 580 provider users

10 access the protection systam.
I:I}|PMIIB-: AL lBasl one user group s reguired fo use 550,

Damain Mame The demaln name sssociated with a user group
Manegement Role The level of management privieges associsted with o user group.

Registering the protection system in Data Protection Central (DPC)
About this task
Completa the following steps to register the protection system in DPC.
Procadure
1. Login to the DPC and navigate to the Systerm Managemant.
2. Add the system to DPC.
{D|Hﬂt‘l: DPC requires sysadmin credentials for the syatem.

3. Refrash the Single Sign-On (550) panel in DD SM to confirm thet the system is registered
with DFC,

Enabling and disabling S50
Lise the Single Sign-On [S50) panel to enable or disable 5350,
Procadurs
1. Sefsct Administration > Access > Authentication.
The Authentication view appears.

2. Expand the Single Sign-On (5307 panel.
3. Click Enable next to Single Sign-On Status to anable or Disable to dissble S50,
The Enable or Cesable 550 dialog box appears.
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4, Click OK

Configuring Single Sign-0On (S50 groups
LUge the Single Sign-0n (S50) panel to configure S50 usar groups.
About this tesk
At fpast one S50 user group is required to use S50 functionality.
Procedurs
1. Select Administration = Access > Authentlcatlen.
The Authentication view appears.

Expard the Singla Sign-On (350 pamel.
3. Configure the S50 user groups in the table.

» Toaddan 550 uger group, ciick Add (+), enter the 530 user group name and domain
name, select the management role, and clickOK,
{Ij Mote: Admin users can set a group management role to user, admin, backup-
operator, or limited-admin. Limited-admin users can sat a8 group management roke o

user or beckup operatar,
(i) | Mote: if & group name belongs to multiple demalns, set up the same group name with
all domain names on the protection aystem with the desired role, ar make sure the

domaln narme the user will log In with |5 configured on systam with the desired role,
Thig is important for Active Directory configurations with child or sub domains.

»  Tomadity an S50 user group, select the checkbox of the group name in the SS0 group
lizt and click Edit {pencil). Change the management role and chck OK,

* Toremowve an S50 user group, select the group in the list and click Delete (X).

Diagnosing authentication issues

0D OF provides the ability to disgrose authenticetion issues for Active Directory from within the
DD System Manager interface.

Procedurs

Select Administration » Access > Authentication

Expand the Active Directory/Kerbaros Authentication panel
Chlick Diagnose.

Select an |ssue to Investigate, end click Diagnose.

Provide the requested information.

To disgnose issues logging In as an Active Directory user, provide;
= Aptive Directory sorver |P address

= Active Directory server FRQODN

- S PR

= Active Directory sarvics USermams
Mota: The Active Directory user account specitled here requines the following
privileges:

" Faad-only access 1o the base DN dentifed by The domain namea,
=  Raad-ondy aocess to guery ettributes of all usere in the base DN,
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* Read-only sccess to query attributes of the machine account for the protection
systam.

¢ Active Directory service password
* Lesername experiancing login failure

Te diagnose issues joining the systam to an Active Directory Domain, provide:
= Active Directory esrver [P address

¥ Active Dhrectory server FGON

# Active Directory service usarname

= Active Directory service password

B. Click Dingnose.
7. View the report,

* Click View Report to view the report online. Each item in the Action [tems table can be
clicked for sdditional details,

* Click Download to download & copy of the report.
8. Review and implemant the supgested fixes for the issue, end retry the oparation.

Change system authentication method

The protection system supports pessword-based authentication, or certificate-bazed
suthenticaetion. Password-basad authentication ia the default method.

Before you begin

Certificate-based suthentication requires SSH keys and CA certificates are imported to sliow
usars 1o authenticete with the system when password-besed suthentication is disablad.

About this task

Complets the foflowing steps to change the system suthentication method from password-based
authentication to certificate- based authentication.

Procedure
1. Select Administration = Access.
The Access Management view appears.
2. Click Manage CA Certificates.
3. Click Add to creete 8 new certificats.
4, Add the certificate.

= Salect | want to upload the certificate as a .pem file and click Choose File 1o salect
the cartificate file and upload it to the syetem,

= Select | want to copy and paste the certificate text to copy and peste the certificate
text into the text fesd,

5. Click Add.
E. Select More Tasks = Change Login Options.
7. Inthe Password Based Login drop-down menu, select Disable.

{I:n Mote: The drop-down meny i disabled if the required S5H keys and CA certificates ara
not configurad on tha system
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B Click OK.

i & security pabicy i configured, the system prompts for sacurty officer credentiss.
Provide the credentials and click CK.

Reset the system authentication method to password-based authentication.

Abcut this task

Complate the fallowing steps to change the systom authentication method from certificate-based
suthentication to password-based suthantication.

Frocedurs
1. Salect Administration > Accase.
The Access Management view appears.
Salect More Tasks » Change Login Options.
. In the Password Based Login drop-down menu, select Enable,
4, Click OK,

If & security policy ls configured, the system prompts for sacurity officer credentials,
Provide the credentals and click O,

Reset the IDRAC password

If the IDRAC password for DD3300, DDE3I0D, DDIA0D, and DDFE00 systems is lost or forgotten, |t
is possible to reset the password to the factory default setting.

About this task

The Data Dormain system requires that the Integrated Dell Remote Access Controller (ORAC) is

canfigured for system upgrade and maintenance operations. Additionally, the system supports the

use of IDRAC to change security settings, and remotely power the system on and off,

S CAUTION Do not use DRAC te change the etorsge eonfiguration, system settings, or BIOS
settings, a8 raking changes will impact system functicnelity. Contact Support if changes are
raquired in any of these araas.

Procadura
1. Connectto tha system serial consale or connect KM ta the system
2. Reboot the system.
3. During the system boot process, press 2 1o access the BIOS menu.
4. Select IDRAC Settings.
5. Sedect Reset IDRAC configurations to defaults all,
6. Scelect Yes to conflrm the ressat.
7. Sefect Continue,
8. Ewxit the BIOS and reboot.
Raesults
The IDRAC configuration resats to the following wsername and password:
*  Usgrnama: root

* [Pessword: calvin
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CHAPTER 4

Monitoring Protection Systems

This chapter inchudes:

Viewing individual system status and Il:lermwlnfnrm&mn e 162
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Viewing individual system status and identity information

Tre Dashboard area displays sumimary information and status Tor alerts, the file system, licensed
services, and hardware enclosures. The Maintenance area displays edditions system informatan,
including the system uptime and aystem and chassis seial numbers.

About this task

The system name, software version, and wser information appear In the Tooter at al times.
Procadure

1. To view systermn deshboand, salect Home > Dashboard.
Figure & Syetem dashbeard

# L Dnd e Bansge

E
Er
&l

A e Y v e — =21

2. To view the syetem uptime and identity informaticn, select Meintenance > Syatem.
The system uptime and identification information appears in the System area.
Dashboard Alerts area
The Dashboard Alerts ares shows the count, type, and the text of the most recest alarts in the
system for aach subsystem (hardware, reglication, file aystem, and others}, Click amwwhere in the
glerts ares to displey mone information on the current alarts,

Tabla &1 Dashboard Alarts column gescriptions

Column Description

Court A count of the current alerts for the
subsystam type spacified in tha adacant
column. Tha Backgraund color indicates tha
sEvarity of the abart.

Type Thi subsystam that gensrated the alert.
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Tabla 61 Dissbboard Alerie colrrn descriptions (continued))

Mot recent alarts ' The taxt of the mast recent alert for the
subsystem typa spocified in the adiacant
| ealurmn

Troubleshooting alerts
Fimd the information you nead to troubleshoat [Esues,

Data collection space usage is high

When spece ussge for data collection exceeds 50 parcent, refar to KB article S00681: Data
Damein: Space usage in Dates Collection has axceeded 90% thresheld on Dall EMC Online Support
1o troubdeshoot the issue.

Dashboard File System area

The Dashboard File Systemn area displays statistice for the entire file system. Click anywhera in tha
File System area to displey more information.

Tabla B2 Fila Systermn araa label descriptions

Column Description

Status The current status of tha file systam,

Uzad The total Tie system epace being used.

Logical Wittan The datas quantity received by the system
prior to compression.

Physical Wiritten The dota quantity stored on the system after
COMprassion.

Comprassion Factor The average compression reduction factor for
tha fila systam.

Dashboard Services area

The Dashboard Sarvices area cisplays the status of the replication, DD VWTL, CIFS, KFS, DD Boost,
and visk services. Click on a service 1o display detalied information about that service.

Table B3 Sarvices araa solumn descriptions

Gl Dascription

Left eolumn Tha laft coluren Bsts the services that may be
wad on the system. Thase service can incluca
Raplication, DD VTL. CIFS, NFS, DD Boost,
wilish.

Right solumn The right column shaws the operations status
of the service. For most Services, the s1atus (8
enabied, dissbled, or not licansed. The

raplication sarvice rew disploys the number of
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Tabla €3 Services area column sescriptions [continued)

Calumn Deseripticn

replcation contexts that are in normal,
warning, and error states, A color coded Box
displeys green for normal operation, yellow for
warning situations, or red when arrors are
presant),

Dashboard HA Readiness area

In high-avallability (HA) syeteme, the HA panel indicates whether the system can fail over from the
active node to the standby node if necessary.

You can click on the HA panel to navigate to the High Avallability section under HEALTH.

Dashboard Hardware area

The Dashboard Hardware area displays the status of the system enclosures and drives, Cick
anywhere in the Hardware area to display more information on these components.

Table B4 Hardwara ares lsbel descriptions

Label Description

Encloslnes The anclosurs icons display the numbar ol
anchasures operating in the normal (green
checkmark) and degraded (red X) states.

Storage The stowags icons display the number of disk
drivas operating in the noemal (gheen
checkmark}, spare (green +), of falled (red )
Blate

Maintenance System area

The Maintenance System area displays the systam model rumber, DD OS version, system ugtime,
ervd syatem arnd chassis serial numbers,

Tabda B85 Systam area label descriptions

Label Description

Modal Mumbar Their model number is the number assigned to
thi protaction syEtam.

Varsion Tha version is the DD QS version and bulld
number of the soltwara running on the
SyETEm,

System Lptima The syster uptime displays how long the
syRtem has beon rumning since the laat system
start. The tima in paranthesis indicates whan

tha gystern uptire was last updated.
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Teble BE Systam area labsl descriptions [continuad)

Lakal

Description

System Sarial Mo, Tha system serial numbsar i the Serial number

assignad to tha system. The system sarisl
number i independent of the chassls serial
numbar and remalrs the same during rmany
types of mantenanca events, including
chassis replacemants

Chassis Serial Mo, The chasaig sarial number is the serial numbsr

on tha currant systam chassia.

Health Alerts panel

Alarts arg messeges from system services and subsystems that report syatem events. The Health
> Algrts paned displays tabs that allow you to view current and non-current alerts, the configured

glart notification groups, end the configuration for those who want 1o recelve daily alert summary
reporis

Alerts are also sent as SNMP traps. Ses the MIE Guick Reference Guide or the SNMP MIB for the

full st of traps,

Viewing and clearing current alerts

Thi Current Alerts tab displays a list of all the current alerts and can display detsiled information
for & selected alart, An ebert iz automatically removed from the Currant Alerts list wihan the
underlying situation is corrected or when manually cleared.

Procedure

1,
2,

4,

To view gll of the cument aleris, sslect Health » Alerts > Current Alerts.
To limit the number of entries in the current alert list, do the following.

g, Iri the Filter By area, select a8 Severity ard Class 1o expoas anly slerts that pertain to
those cholcas.

b, Click Update.
Al alerts not metching the Severity and Class are removed from the Hst,

To display additional information for & specific alort in the Dataile area, click the alert in the
list.

To clear an alert, select the alert heckbox in the BSt and click Glear,

A claared alert no langer appears in the current alerts list, but it can be found in the slerts
history list,

To remove filtering and return to the full listing of current alerts, click Reset.
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Current Alerts tab

The Current Alerts tab displays a list of alerts and detailed information sbout 8 selected alert.

Table B8 Alarts lict, column labal dessriptions

Item Description

Massage The alert message taxt.

Hewerity The leval of seriousness of the sert. For example, waming, critical,
info, or amengancy,

Date The time and date the alart cocurred,

Claps Tha subsyatem swhers Uhe alert ooourred.

Object The physical compaonent where the alert is occurring,

Tabka 67 Detalls area, row [nbel descriptions

hem Description

Mamsa & textual identifier for the alert,

Mussage Thee alert masssge taxt

Saverity The level of sariousnass of the alert. For examph, warning, critical,
info, amengancy.

Class The subaystern and device whare the alert cocurnad,

Cats The time and date the alert cocourred,

Object ID The physical componant whare the alert i oscurring,

Evant ID AR evEnt idertifier.

Tenant Units Lists affacted tensnt units.

Description More dasoriptive information abaut tha alart,

Actian A suggestion to remedy the alert.

Cifect infao Additional information about the affected object

ShP QID SMMP ciject 10.

Viewing the alerts history

168

The Alerts History tab displays a list of all the cleared alerts and can display detailed information
fior a salected alart.

Frocedurs

1. Towew all of the alerts history, select Health » Alerts » Alerts History.
2. Tolimit the number of entries In the current alert list, do the following.

a. in the Filter By aten, select & Severity and Class to expose only alerts that pertain to

thosa choices.
b. Click Update.
All alerts not matching the Severity and Class are remosvid from the list.
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% Todisplay additional information for e specific alert in the Details area, click the alert in the

ligt,

4. Toremove filtaring and return to the full Bsting of cleared alerts, click Reseat,

Alerts History tab

Tha Alarts History tab dlepleye & list of cleared slerts and detsils sbout & selacted alart,

Table 68 Alerts Bst, column lebel descriptions

e Deseription

Meszaps The alart messaga taxt,

Severity Tha laval of sericusness of the alert. For example, warning. critical,
infa, or smergancy.

Date The time and date the alart cccurred,

Ciags The subgystern where the alart sccurred.

Object The physicad componant where the alert i oocurring,

Snatus Whathar the status Is posted or claarad. & posted alert is not

claared,

Tabls 63 Details area, row labal descriptions

Item Description

e & tewtial identifiar for the alert.

Massse The aleft Messade Tex

Savarity The lewed of seriousnass of tha slart, For example, warning, critical,
inffio, emerpency.

Class The subsystem and device where the aliert cocurmad,

Date The time and date the alert cccurred.

Cbdect 1D The physical comganent where the skt Is occurring.

Evant IO A event identifier.,

Tenant Lnits Lists affected tenant units,

dgiditional Infarmation  More deseriptive informetion about the slert.

Staius Whather the status is posted or clearedl A posted abert is not
cleared.

Description More descriptive information about the alart.

Action & suggestion ta remedy the alert.

Viewing hardware component status

The Hardware Chassis panel displays a block drawing of each enclosure in a system, including the
chessls seria! number and the enclosure status, Within each block drewing are the enclosure
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Compaennts, such as disks, fans, power supplies, NVRAM, CPUs, and mamory. The components
that eppear depend Upon the system model,

Abourt this task

OO0 5M also displays the system sertal number, The system serig numbar |s imdapendent of the
chasses serial number and remaing the same during many types of maintensnco events, irciuding

chassis replacements,
Procedura

1. Gelect Hardware » Chassis.

The Chassis view shows the system enclosures. Enclasurs 1is the syetem controller, and the
rast of the enclosures appear below Enclosure 1.

Components with problems show yellew (warning) or red (error); otherwise, the component

digpleys DK,

2. Click a component to see detailed status,

Fan status
Fans are numberad and correspond to their location In the chassis. Hover over a system fan 1o
dispday o tooitp for that device,
Tabde 70 Fan tocltip, column label dageriptions
Itwm Daseription
Dascription The neme of the fan,
Lewed The cufrent operating speed range [Low, Madium, High), The
oparating speed changes depending on the temperaturs inside
tha chassis,
Stetus The health of the fan
Temperature status
Protection systems and some compenents are configured to operate within a specific temperature
range, which is defined by a temperature profile that is not configurabie, Hover over the
Tempersture box to display the temperature toalti,
Takls M Termparatss tooltip, column kebel descriptions
ltem Description
Dascription The lacation within the chassis baing measured. The componsants
fiztad depard on the model and are cftan shawn as shbrawationg.
Some axamples are:
= CPU O Temp (Central Processing Linit)
» LB Temg 1 (main logic board)
=  BP middla tamp (backplana)
»  LP temp (low profile of 1FO riser FRL)
= FHFL temp (fulll haight full length of 150 riser FRLUY
*  FP wemp (front panel)
164 Dall EMC DD O Administration Guida



Moritoring Protection Systems

Table ™ Temparaturs toolip, column labal destcriptans (comtinued )

Description

The C/F eodumn displeys tempearature In degrees Celsiug snd
Fahrenhet. When the description for 8 CPU spacifies relative
(CPU n Redativa), this columm displays the number of degrees
that each CPL is beldow the massmum allovable temparatisre and
the actual temperature for the interior of the chagss (chassis
ambignt].

Shenws the TEMpersture s1ans;

= OE—The temperaturs is accaptable

s Critical—The temperature is higher than the shutdewn
temperature.

#  Warning— The temperatura is higher than the warnirg
tamparature (but lowar than the shutdown temparature),

n  Dash (=) =No temparature thresholds are configured for this
companant, o thane = /o Status 19 report.

Management panel status

DDE300, DDEA0O, and DDI30D systems have a fixed managemant panel with an Ethernet port for
the mansgament network on the rear of the chessis. Hover over the Ethernet port to display a

tooitip,

Tabda 72 Managemant panel tooitip, column label descriptions

Toem

Description

Description
Vandor

Parts

Thee type of MIC installed In the managamaent panal,
The manufacturer of the managemaent MIC,

Tha narms of tha managamant natwork (Ma).

SSD status (DDB300 only)

The DDE300 supports up to twa S5D0s in slots on the rear of the chassis. The S50 slots are
numbered and correspond 1o thelr location In the chassis. Hover over an 330 to display & tooltip

for that device.

Table 73 550 tocktip, column label descriptions

leam Dezcription

Description The resme of the S30.

Suatus The state of the S50,

Life Used The percentage of the rated cperating life the S50 hes wed.
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Power supply status

The tooitip showa the status of the power supply (OK or DEGRADED If & power supply is absent or
failed). You can also lock et the back panel of the enclesure and check the LED for each power
supply to identify those that need replacing.

PCI slot status

The PCI slots shown in the chassis view indicate the number of PCI slots and the numbers of each
slot. Tooltips provide component status for each card in a PCI slot. For example, the tooktip for one
NVRAM card model displays the memory size, temparature data, end battery levels.

For DDES00, DO9400. and DD9900 systems, the included QAT card = viewable by clicking an the
PCl slot where it resides.

NVRAM status

Hover over NVRAM to display information about the Non-Volatile RAM, batterias, and other
COMPONents,

Table 74 NYRAM tocitip, dolumn label dascriptions

Item Description

Corrpanent Thie fterna i the compoanent list depand on the HVRAM inataled
in thir system and can incude the following Hems,

#  [Firmware varsion

= Mblemory size

#  Error coints

#  Flagh cortroller error counts
= Bosrd temperature

= CPU tamperature

= Battary numiar (The number of batteries depends on the
ayEtem typa.)

= Current siot mamber for NVRAM

C/F Désplays the termperature for salect compenants In the Celeiua’
Fahremfelt format.

WValus Values are provided for select components and describe the
fallcwing.

= Firmwara version rumber
= hiamory size vaiue in the displeyed units
&  Error counts for memony, PCL and contraller

e Flash controlier error counts somad in the fallowing groups:
configuration arrors (Cfg Err), parec conditions (Panis), Bus
Hang, bad block warnings (Ead Bik Warn). bachup arrors
{Bkup Err), and restare errars (Rstr Err)
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Tahla 74 NVRAM toottip, dolurmn labal descriptions (eontnued)

eam Description

=  Battery information, such pereant changad and status
(enabled o disabled)

Viewing system statistics
The Realtiree Charts penel disgieys up to seven grephs that show real-time subsystem
performance statistes such as CPU usage and disk traffic,
Procadure

1. Select Hame = Realtime Charta
The Parformance Grephs ares displays the currently selected graphs.

2. Tochange the selection of graphs to display, sslect and clear the checkboxes for graphs in
the list box,

5. Towview specitic deta-point information, hover aver a graph paint.

4, When a graph contains multiple data, you can use the checkboxes in the ugper-right comer
of the graph to select what to display. For axamgle, If Read is not selected in the upper right
of the disk activity graph, only write data is graphed,

Results

Each graph shows usage over the last 200 seconds, Click Pause to temporerily stop the display.
Click Resumea to restart it and show points missed during the pause.

Performance statistics graphs

The performance statistics graphs display statistics for key system components and features.
DD Boost Active Connections

The DD Boost Active Connections graph displays the number of active DO Boost connections
for each of the past 200 saconds. Separate fineg within the graph display counts for Read
(recovery) connactions and Write (backup) connections,

DD Boost Data Throughput

The 00 Boost Date Throughput graph displays the bytes/second transferred for each of the
past 200 seconds. Saparate lines within the graph display the rates Tor deta reed from the
system by DO Boost clierts and date writhen 1o the systemn by DD Boost chents.

ek

The Disk groph disploys the amount of date in the sppropriste unit of messurement based on
the data received, suck ag KIB or MIB per second, golng to and from all disks in the systam.

File System Operations

The File Bysterm Operations graph displays the number of operations per second that occurred
for each of the past 200 seconds. Separete lines within the graph display the NFS and CIFS
operations per second,
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Metwork
The Metwork graph displays the amount of data in the appropriate unit of measurement based
an the date recelved, such as KiB or MiB per second. that passes through each Ethernet
connection. One line appears for aach Ethernet port.

Recsnt CPU Usage
The Fecent CPU Usage graph displays the percentage of CPU usage for esch of the past 200
seconds.

Replication (DD Replicator must be licensed)

The Repiication graph displeys the amount of replication data traveling over the natwork for
each of the last 200 seconds. Seperate knas display the In and Out data as follows:

» |rc The total number of units of measuremant, such as kilobytes per second, received by
thig side from the other side of the DD Replicator pair. For the destination, the value
includes backup data, replication overhead, and network averhaad. Far the source, the
walue includes replication overhead and network owerhesd,

= Dut; The total number of units of messurement, such as kilobytes per second, sent by this
side to the other side of the DD Replicator pair. For the source, the value includes backup
deta, replication cverhead, and network overhead. For the destination, the value Includes
raplication and retwork overbead.

Viewing active users

The Active Users tab displays the names of users who ara logged into the system and statistics
about the current user SessHonNs,

Frocadure
1. Select Administration » Access » Active Users,
The Active Users list appears and displeys information for each user,

Talpla 75 Active Users list, column lalbel descriptions

Item Description

MNamea Liser name of the logged-in wuser,

Icde Tima since kast activity of user,

Lagt Login Freen Systesm fram which the user logged n

Last Login Tima Datestamp of when user logged in,

™Y Tarminal notaticn for login. GUI sppears for DD Syetem

Manapor usars.

{D|le: To manage local usars, click Go to Local Users.
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History report management

DD Systern Manager enables vou to generate raports to track space usage on & protection system
for up to the previous two years. You can aleo generate reports to help understand replication
progress, and view daily and cumulative reports on the fils system.

The Reparts wiew is divided into two sections. The upper section lets you create the various types
of reports. The lower section lets you wiew and manage saved reports.

Reports displey In a table formet, and as charts, depending on the type of repert, You can select a
report for a specific system and provide a specific time period.

Tha reports display histarical data, not real-time data, After the report |s generatad, the charts
remain static and do not update. Exsmples of the typas of information you can get from the
reports includa:

The amount of data that was backed up to the system and the amount of de-duplication that
was achieved

Eztimates of whan the system will be full based on weekly space usage trends
Backup and compression utilization based on salected intervals

Historical cleaning performance, including durstion of cleaning cycle, amount of space that can
b cleaned, end amount of space that wes raclaimed

Amount of WAN bandwidth used by replication, for source and destination, and if bandwidth |a
gufficient to meet raplicathon reguirements

Bystem performance and resource utilization

Types of reports
The New Repart area lists the types of reports yiou can generate on your SyStem,
'[I-' Mote: Replication reports can only ba created if the system contains a replication licenss and a

valid replication context s configured.

Flle System Cumulative Space Usage report

The File System Cumudative Space Usege Report displays 3 charts that detail space usage on the
systam during the specified duration. This report is used to analyze how much deta is backed up,
the amount of deduplication parformed, end how much space is consumed.

Tabie 76 Fils System—Lsage chart label descriptions

Item Desoription

Diats Writtan (GIE) Tha serount of data written befora compragsion. Thie ls

indicated by a purple shadod area on the report

Time The timaling for data that was writtan, The tirme displeyed on

this report changes based upon the Duratson salection when
‘the =hart was created.

Total Comprassion Factor The total compression factar reports the comprassion ratio.
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Tabia 77 File System=—Consumption chart lsbel descriptions

ltam Dascription

Usad [Gig) The amaunt af space uwsed after compression.

Time The date the data was written. The time displayed on this
roport chonges bagsed wpon the Duration selection when thea
chart vwas created.

Used {Post Comg) The amount of storage used after compressian.

Lzage Trend The dotted black Bne shows the storage usege trend. Whan
the lina raaches the red line at the top, the storage is sbmost
full,

Capaciy The total capacity on a protection system.

Cleaning Claaning & the Clesning cycle (stort and end time for each

claaning cycla). Administrators can use this iInformaticn to
ehaase the bagt tima for apace cleaning the best throitle

gtting.

Table 78 File Systom Weakly Cumulative Capacity chart labs! descriptions

Fowen Description

Data (ar Tima for 24 hour The last day of asch waek, based on the criteria sat for the

repart ] repart, In reports, & 24-hour period rangss from noon-to-
oo,

Cata Written (Pre-Comg) The cusmulative data wiitten bafore compression Tor the
gpecified tima period,

Used (Poat-Comp) The curnuletive data written after compression far the
spacified time parlod.

Compression Factor The totel compresshon Tec1or, This i@ indicsted by a back ling
on the report.

File System Daily Space Usage report

The Flie System Daily Space Usage report displeys five charts that detail space usage during the
specified durathon. This repart is used to analyze daily activities,

Table 78 Fle Sy=tem Dally Space Lsege chart label descriptions

item Description

Spece Used (Gil) Tha smaurt of space wsad, Post-comp s red shodod arca.
Fre-Comp is purpie shaded aras.

Tima The dabe the data was written,

Compression Fastor The totel compressian factor. This = indicated by a black
square on the raport
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Table B0 File Syatem Daily Capacity Utilization chart label dascripticns

Item Dascription

Date The date the data was written.

Data Writtan (Pra-Comp) Thee amaunt of data writien pra-compragsion.
Lizad {Post-Comp) The amount of storage used after compressdon.
Totel Compression Facior The tofal comprassion factor,

Teble B1 Fie System Waekly Capacity Utilization chart abel descriptions

ltem Daescription

Start Date The first day of tha weak for this summary.

End Date The tast day of tha weak for this summary,

dwadabin Totel amount of storsge availabie,

Consumed Total amount of storage wsed,

Data (Fost -Comp) The cumulative data written before compresaion far the
specified Lime paricd,

Raplication [Fost-Comp) The cumulathwa data writtan after compression for the
specified tima pericd.

Cverhaad Extra space used for ran-data =torage.

Reclaimed by Cleaning The total space reclaimed after cleaning.

Table 82 Fla System Comprassion Summany chart label descriptions

Itam Description

Time Thea pericd of data collection for this raport.
Data Writtan (Pra-Comp) Tha amount of data written pre-comprassion.
Lised (Post-Comp) The amcunt of storage used aftar compression.
Tatal Campresalon Factor Tha total comprassion factar,

Tabls A1 Fila Syetem Claaning Activety chart [abal descripticns

Item Description

Srart Time The time the cleaning activity started.

End Time The time the cleaning activity fitished.
Duration (Houra) The tetal thme required for cleaning in hours,
Gpace Reclaimed The space reclaimed in Gibibytes (GiE).

Replication Status report

The Replication Status raport displeys three charts that provide the status of the current
replication job running on the system. This report ks used 1o provide a snapshot of what s
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happening faor all replication contexts to help understand the overal replication status on a
provection System,

Tabie B4 Repication Contaxt Surmmany chart label descriptions

Itam Description

D The Replication Cortext identification,

Source Source Bytem naeme.

Dastination Dastination aystermn name.

Type Typa of replication contest: MTres, Directary, Callection, or
Pool,

Status Feplication status typas includa: Ervar, Mermal,

Sync a8 of Time Time and date stamp of last sene,

Estimatad Complation The astimated tima the replication should be complate.

Pra-Comp Remaining The amount of pre-compressed data to be replicated, This
only epplies to Collection typa.

Post-Comp Remainkng The ameownt of poet-camprassed data to be mplicated, This
only applies to Directory and Pool types.

Tabila B5 Repication Context Error Status chart label dascriptions

Item Description

8] The Reglication Cantext idantification,

Source Siouroe systam nams,

Destinaticn Destination system nama,

Typa Reglication contast Type: Directory or Pool

Status Replication $tatus types include: Eror, Mormal, and Warning.
Description Description of the arer.

Table BE Replcation Destination Space Avallabllity chart labed descriptions

ttam Description
Destinaticn Dustination system name,
Space Availabllity (FiE) Total amount of storage available.
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Replication Summary report

The Replication Summary report provides performance Information about & system's overall
network in-and-out usage for replication, as well as per context levels over a specified duration.
You select the contexts to be analyzed from a list.

Tahbls 87 Replication Swemmany report labed dascriptions

feam Description

Metwork In (MIB) The smount of data entaring the system. Network in is
indicated by a thin green line.

Matwork Out (MiB) The amount of data sent from the systern, Metwork Out le
indbcated by o thick arangs lina,

Tirra The date an which the data was written,

Fra-Camp Ramaining (WS The amount of pre-compressed data to be raplicated. Pre-
Camp Remaining s indicated by a blus line.

Viewing the Task Log

The Task Log displays a list of currantly running jobs, such as, replication or system upgrades. DD
System Manager can manage multiple systeme and can initiete tasks on those systems. If a task is
initiated on & reMmote System, the progress of that task is tracked in the management station task
g, NGt In the remote system task log.

Procedurse
1. Select Health > Jobs.
The Tasks view appears.

2. Salect g fitter by which to display the Task Log from the Fiter By list box. You can select All,
In Progress, Failed, or Completed.

The Tasks view disploys the status of all tasks based on the filter you eslect end refreshas
avary &l saconde.

3. To manualy refresh the Tasks list, do either of the following.
+  Click Update to updete the task log.
# Click Reset to display all tasks and ramovae any Tliters that wers saf,

4, To display detsiled information about a task, select the task in the task Est.

Table BB Detailed Inforrmation, [abel dascriptions

Hmmi Description

Systern Thee aystern name.

Task Description & description of the task.

Status T atatuis of the teak {comgaleted, feded. or in progress).
Start Time Tha date and tima the task started.
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Table 88 Detalled informaticn, label descriptions (continued)

Item Description
End Tima The date and time the tawk ended,
Errar Massage An apglicabls srror message, if any.

Viewing the system High Availability status

You can use the High Availability panel to see detalled information about the HA status of the
system and whether the system can perform fallover if necessany,

Proceduns

1. Select Health > High Availability on the DD System Manager.

The Health High Availability screen appears.
A green check mark indicates the system Is operating normally and ready for fallover.

The screen shows the active node, which is typically Mode O,

2. Hower the cursar sver a noda to saa its status,

The mode is highlighted in Bua if it 15 active,

5. Click tha drop-down menu in the banner if you went to change the view from the active
node to the standby roda, which is typically Mode 1.

High Availability status

The Health High Availability (HA) view informs you sbout the systern status uging a dagram of
tha nodes and thair connected etorage. in addition, you can aleo see any current alerte ae woll as
detailed Information about the system.

You can determine if the active node and the storage are operational by hovering the cursar over
themn. Each is highlighted in blue when operating normally. The standby node should appear grey.

You can also filter the alerts table by clicking on & componant. Only alerts related to the selected
companents will be displayed,
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Figure & Health/High Avallabdty indicators

Haath Haph Aradalsiry

2 HA fyalem Hghly Avadilile  The 5 Syaes  opdiilg Ry 5o i ey 10 dsloa omenr i Mocae 0 Tabs Mexie O OMiop
| Syatem Information B e
sgdel OO0
Trge DO HA Syatem Ealbis
o5 57051511567
Lierir hoties-Sianiy
A Mansger
o Metaariifg Hade 1
Temrity At
— =
S age
- Mo Alert selected. Select one Aler 1o see Detailed
e kb Information.
Table 89 High Availabdity indicators

Itmm Description

H& System bar Displays a green chack mark whan the system
i cparating normally and resdy Tor Talavar.

Fallover 1o Mode O Allows wou to manually fal over to tha
standby node,

Teke Mode 1 O0ffina Sllows you to talop the active node of fine if
FIBCESSAry.

Sysiem Informaton LUists the protaction system modal, the systam
typa, tha OO OS versian in e, and the
appliad HA licenga,

Hé& hianager Displays the nodes, their sttached storage,
the HA intercannect, and the cabling,

Savarity indicatas the sevarity of any alerts that could
impact the system's Hb status.

Caomponant Indoates which component & affected.

Clazs Indzates the class of the alert received such
a5 hargware, grvironment, and othars

Post Time Indizates the time and date the alart was
peEted.
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File System
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File system overview

Learn how ta usa the file systam.

How the file system stores data

Storege cepacity is best managed by keeping multiple backups and 20 percent empty space to
sccommodate beckups untll the rext cleaning. Space use is primarily effected by the size and
compressibility of data, and the retention period.

A protection system |s designed as a very refiable online system for backups and archive data. As
new backups are added to the system, old beckups are sged out. Such removals are normally done
under the control of backup or archive software based on the cenfigured retention period.

Whan backup software expires or deletos an old backup from a syatem, the spece an the system
becormes available only after the cleans the data of the expired backups from disk. A good way to
manage spaca is to retain as many onling backups as possible with some empty space {about 20
parcent of total space available) to comfortably accommodate backups unti the next scheduled
chaaning. which runs once a weak by default,

Seme storage capacity s used for internal indexes and other metadate, The amount of storage
used over time for metadata depends on the type of data stored and the sizes of the stored files.
With two otherwise identical systems, one systern may, over Time, reéserve more space for
metadata and have less spece for actusl backup data than the other I different dats sets are sent
to sach syatem,

Space utilization i3 primarily aftected by

*  The size and compressibility of the backun data,

*  The retention period specified in the backup software,

High levels of compression result when backing up data sets with many duplicates and retairing
them far long periods of time,

How the file system reports space usage

All DO System Maneger windows and system commands display storage capacity using base 2
caledations. For example, a command that displeys 1 GIB of disk space as used reports 2% bytes =
1,073, 741,824 bytes.

o 1B = 2% = 1024 bytes

*  1MIB = 220 = 1 048 576 bytes

o 1GiB = 2% = 1,073,741, 824 bytes

« 1TIB = 2% = 1,099,511.627,776 bytes

How the file system uses compression

The file y¥stern uses compresesion to optimize available disk space whan storing data, so disk space
Iz calculated two ways: physical and logical. (See the section regarding types of compression. )
Physical space is the actual disk space used on the protection system. Logical spece is the amount
of uncompressed date written 1o the system,

The fila system space reporting tools (DD System Manager graphs and £ilesys show space
command, or the alias 4 ) show both physical and logical space, Thase tools akso report the size
gnd amounts of used and aveilable space.

Whan & syatem (s mounted, the usual tools for displaying a file system’s physical use of space con
be rzad,
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Thesystem generates warning messages as the file system resches 0%, 95%, and 100% of
capacity. The following infarmation about data compression gives guidelines for disk use over time.

Tha amount of disk space used aver time depends on,

« The size of the initial full backup.

+  The number of edditions! backups (incremental and full) retained over tima,
*  The rate of growth of the backup detaset.

*  The change rate of data.

Faor data sats with typical rates of change and growth, date compression ganarally matches the
fallawing guidelines:

»  Faor the first full backup 1o 8 protection systam, the compressian factor is generally 3:1.

¥ Each incremental backup to the imital full backup hes a compression factor of approximately
B:1.

e The next full backup has & compression factor of abowt 801,

Cwer time, with & scheduwe of weekly full and daly Incremental bechkups, the aggragete
comprassion factor for all the dats ks sbout 2001, The compression factor is lower for incremental-
pndy dete or for backups with less duplicate data. Compression i higher when all backups are full
backups.

Types of compression

DD OS compresses data at tweo levels: global and local, Glabal comprasgion compares recelved
data to data akready stored on disks, Duplicate data doss not need to be stored sgein, while data
thiet is naw iz locally comprassed bofare baing written to dizk.

Local Compression

A protection syatem uses a local comprassion algorithm devaelopad specifically to maximize
throughput as data is written to disk, The (2 slgorithm allows shorter backup windows for backup
jobs but wees more space, Two other types of local compression are available, pzfast and gz. Both
provice mcreased compression over iz, but at the cost of additional CPU load. Local compression
options provide a trede-off between slower performance and space usage, It is also possible to
turn off local compression. To change comprassion, see Changing local compression on page 201,

After you change the compression, all new writes use the new compression type. Existing deta is
converted to the new compression type during clesning. It takes seversl rounds of cleaning to
recomprass ol of the data that existed before the compreesion change.

The Inithal cleaning after the compresaion change might take longer than usual. Whenaver you
change the comgression type, carefully monitor the system for a week or two to verlfy that it is
warking property.

Al systems except the DDEI00, DD9400, and CD9800 systems use the |z comprassion algarithm
as the default local compression type. DDGS00, DDS400, and DE9S00 systems use the gzfast
algorithm as the default local compression type.

PowerProtect DDSS00, DDG400, and DD9300 systema coma with & hardware acoalarator card to
aupport Intal Guick Assist Tachnology (GAT) in combination with gzfast comprassion, 0D OS5
offlcads compression and decompraession werk to the hardware accelerator to achieve a higher
compression ratio and free up CPU resources to Improve syetem performance, Gzfaet ie the
dafault lacal comprassion type an all DDES00, DOS4ACD, and DOEEI0 eyatems. Mo additional
configuration is required.
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How the file system implements data integrity

Multipla layers of data verification are performed by the DD OS5 fie system on data received from
backup applications to enaure that dats is written correctly to the system disks. This ensures the
data ean be ratrieved without error,

The DD G5 is purpose-built for data pratection and it is architecturally designed for data
irvuinerabiity. There are four criticel areas of Tocus, described in the following sections.

End-to-end werification

End-to-end checks protect all file systam data and metadata. As data comes into the zystem, a
strong checksum is computad. The deta is deduplicated and stored in the file system. After all data
iz fiushed to disk, It s read back, and re-checksummed. The checksums are compared to verify
that both the deta and the file system metadata are stored correctly,

Fault avoidance and containment

DO OS uses a log-structured file system that never overwrites or updates existing date, New data
is always written in new containers and appended to axisting oid containers. The old containers
and references remain in place and are safe aven in the face of software bugs or hardware faults
that may occur when storing new backups.

Continuous fault detection and healing

Continwous fault detection and healing protects against storage system faults. The system
pertodically rechecks the integrity of the RAID stripes, and uses the redundancy of the RAID

system to heeal any faults, During & read, data integrity is re-verified and any errors are healed on
tha fly.

File system recoverability

Cata is written in 8 self-describing format, The file system can be re-created, If necessary, by
scanning the log and rebuilding it from the metadata stored with the data,

How the file system reclaims storage space with file system cleaning

Wihen the beckup application (swch a5 NetBackup or NetWorker) expires data, the data is marked

for deletion. However, the data is not deleted immedistely; It (s removed during & cleaning

Operation,

¢ During the cleaning oparation, the file system iz available for all normal operetions incheding
backup (write} and reatore {resd).

= Althowgh cleaning uses a significant amount of system rescurces, cleaning is self-throtting and
ghves up syalem rescurces in the presence of user traffic.

= [Dell EMC recommands renning @ cleaning operation efter the first full becloup to a protection
systerm. The indtial local compression on a full backup is gererally a factor of 1.5t0 2.5, An
immedigte cleaning oparation ghwes additional compression by another factor of 1,95 10 1.2 and
reclaime a comresponding amount of disk space.

# When the clearing operathon completes, 8 message 8 sent to the system log giving the
percentags of storage spece that was raclaimed.

A default schedyle runs the clesning operation every Tuesday at § a.m. (tue 0600). To change the
aschedule ar run the operation manualy, ses the section regerding modifying a cleaning schedule.

Dall EMC recommends running the cleaning cperation once a woek,
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Any oparation that disabies the file system, or shuts down & system during & clesning operation
(such as a system power-off or reboot) aborts the clesning cperation. The cleaning operation does
not immediataly restart when the system restarts. You can manually restart the cleaning operation
or wait until the next scheduled ceaning cperation.

With codlection replicetion, data in a replication context on the source syeterm that hee not bean
replicated cannct be processed for file aystem cleaning. If file syatern cieaning | not sble to
complete becsuse the source and deatination aystems are cut of ayne, the system reports the
status of the cleaning operation 88 cerctial, and only limited system statistics are available for
the cleaning operation. If collection replication is disabled, the amount of data that cannot be
processed for file system cleaning increases beceause the replication source and destination
aystams rematn oul of sync, The KB article Dars Domsin: A ovarvew of Data Domaly Al System
FROFE) clean-garbages cofection (GC) phases, available from the Online Support site at hitps//
pupport.amc.com provides sdditiona! information,

With MTrae replication, 11 a file Is crested and deleted while a snepshot i being replicated, then
thie it anapshat will net heve any information sbouwt this file, and the system will not replicats
any content associated with this file. Directory replication will replicate both the create and delets,
even though they happen close to each other,

With the repication log that directory rephcation uses, aperations |lke delotions, renaming, and so
on, exesute &% a single stream, Thiz can reduce the replicetion throughput. The use of srapshots
by BT rea replicatien aveids this problem.

Supported interfaces

Interfaces supportad by the fils systam
s MFS

= (CIFS

= DD Boost

« DDOVTL

Supported backup software

Guldance for setting up backup softwere end backup servers to use with protection systems is
available at support.eme. com,

Data streams sent to a protection system

For aptimal parformance, Dell EMC recommands limits on simultaneous streams between Data
Damaln and PowerPratect systems, and your beckup servers.

A data stream, In the context of the folowing table, refers to a large Hybe SIFeam associated with
sequential file access, Ssuch as e write stream 1o & backup Tlle or & regd stream from a restorg
image. A Replication source or destination stream refers to a directory replication operation or a
DD Booat file replication stream essoclated with a file replication oparation,

Tabds 50 Data streama sent to a protection oystem

Mooal RAM / Beckup |Backup | Repl® Repl® dest | Mixed
N RAM write read BOUTGH stroams
sireams | streams | streams
DO2200 BGE 35 B g 20 wos 35 rest; ReplSrocs1B;
ReplDeste=30; ReplDaat
+wg=30; Totale=30
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Table 30 Data strapms sent to a protection system [continyed)

Maodel RAM / Backup | Backup |Repl® Repl® dest | Mixed
MWVRAM write read SOUrCE gtraams
streams | streams | streams
— - —

DD2200 6 GE &0 L] 30 &0 we=00; resif; ReplSroc=30;
RepiDest<=00; RopiDest
=il Totala=60

D300 8 orBEGB Y 1270 75 180 a7 we=2T0 ree?Be

BGE ReplSrca=150;
ReplDest<=27]; ReplDest
+wea2T Totale=270

DDEROD 192 GE S 8 GB | 400 %0 220 400 we=A 0] ra=Ti0
ReplSroa i,
ReplDest<=400; RepiDest
+we =400 Tatal<=400
COsa00 MEGHE S (900 i} 220 400 w==A00; resT0;

GB RiaplSro<=220;
RepiDast<=400; RepiDest
e =d00; Totale=400

Ooa3a0 TEE or 354 BOb 220 i} A0 wes 00 re=220-

Gl /B GE RepiSros=440!
RepiDest=A00: RepiDes:
wwcedll; Totale=B00

DDS400 EFEGE 18 | BOD i) 440 B0 we=B00: re=220"

GE ReplSrecmddgy,
ReplDest<=800; RepiDest
+we=B00; Totak=R0D

DOas00 256 or 512 {885 300 540 10480 we="1885; re=300;

GE /B GB FeplSroc=540;
ReplDestc«1080; Raplliest
+we=1IB0: Total<=18R5

Coaa0a 256 or 754 1BEE 304 540 1080 we=1085; re-300;

GE /8 GB R‘lpl'ﬂrﬂ-t-E-lﬂ;
RapiDest=1080; ReplDast
+w<=000; Totale=1805

CD9a0g N52 G879 | 1BBS 300 540 1080 we=1885; ra=300;

GB RepiSrca=540;
Repllestc=1080; Repilast
+w<= BB Totalcs1885

COYEATHE 8 GH F 512 200 16 20 20 wez 20 5 res 16 RoplSrecs20;

MB ReplDest<=20: ReplDest
w2 wr+RaplSre
<= 20; Total<=20

DD VE 16 TB 5 GE £ 512 45 20 £ 1 46 wes A6 rem MH.-F.IE.rﬁq-iﬂ;

MEB or 24 GB / RoplDest<=45; RepiDest

1GE m:-ﬁiwtﬁﬁpﬂm
==dB; Total<=45
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Tabila B0 Data streams sant to a protection eyetem (sontinued)

Mo-dal RAM / Backup |Backup |Repl® Repl® dest | Mined
MARLAR write raad BOLUTSH EtridnE
streame | streams | SIFEAFAE
ﬂ
OVE3ZTE | 24GB/1GE |90 &0 80 ] we= 30 ra= 50 RepiSro<=90;
Replast=30; Repilast
+w<=90; wareReplSre
<= B0 Totalc B0
COVE4RTE |MGEBA1GE |80 BO aa a0 waa 80 ; fo= 50 ReplSre<=0;
RepDagt<=59: Replast
+ai==5; wreReapline
==80;Tatal==80
DOVEGATE |48GBSAY1GE |30 a0 o0 80 w80 re= 80 ReplSrec=00;
ReplDest<=80; Rapllest
+wa=80; wsr+Raplsre
z=80:Totale=90
DOWESETE |G4GES2GEE 180 50 il 80 we= 181} ; re= 50
RepiSroc=90; ReplDestc =150
RepliDestewcs180; wr
+ReplSre ¢=180;Totalz=180
DDA3AODEATE |12 GB (virmual |20 & 0 20 wem 30 re= 16 ReplSroc=30;
ey ¢ FeplDest<=20; RepDest
"z B +wa=20; wer+Feplbre
<=30; Total<=30
DD3Z00ATE |32GE(vitual |90 50 a0 a0 we= 80 : r<= 50 ReplSrcc=80;
memary} # ReplDest<=30; ReplDest
1.5%6 GB +w<=B; wereHopling
=00 Tatale=00
LLAZO0 16 TE | 32 GB (virtual 190 ED a0 a0 wa= 8 1 re= 80 RaplSroc=5;
mamery) 4 RepiDast-=30; RepDast
153668 ware =T ki« Hoptine
«=80;Tatal==80
RO3500 52 TE (496 GA (wirtual | 90 &0 90 a0 wea 90 ! res 50 ReplSroc=S0;
mETEry ) RepDast<=5%]; ReplDast
1.636 GB +w<=90; w+reReplse
=B Total< =140

a. Dirfep, Opilap, MTreeRop! stroams

File system limitations

File gyatem limitationa, including: limits on the number of files, the battery, and 50 on,

Limits on number of files in a protection system
Consequences and considerations of stering more than 1 blllion filea.

Dall EMC recommends storing a total of no more than 1 bilion fes on a system, This Bmitation
applies to the combined number of Tles stored kn bath the Active and Clowd storage Tiers, Storing B
larger number of Tiles can adversely sTfect the performance and the length of cleaning, and some
procosses, such as file system cleaning, mey run much longer with & very large number of files. For
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Exémple, the enumeration phase of cleaning mey take from a few minutes to several hours
depending upon the number of files in the system.
(1) |Mote: The overall system performance will fall to unacceptable leveis If the system is required

1o support the maximum file amount and the workload from the client machines is not carafully
controfiad,

When the fie system passes the billion file limit, several processes or oparations might be
sdversely atfected, for example:

« Cleaning may take a very long time to complete, perhaps soveral days.

*  AutoSuppart operations may take more time.

* Any process or command that needs to enumerate all the files.

If there ere many amall files, other considerations arse:

* The number of separate files that can be created per second, (even if the files ara very small)
may be more of 8 limitation than the number of MEB/s that can be ingested. Whan files are
large. the file creation rate is not significant, but whan flles are small, the file creation rate
domingtes and may become a factor. The file creation rate is about 100 ta 200 files per second
depending upon the number of MTrees and CIFS connectiong. This rate should ba taken inta
account during system sizing when & bulk ingest of a large number of files is nesded bya
Customer environment,

* File access latencies are affectod by the number of filas in & directory. To the extent piosaible,
we recommend directory sizes of lees than 260,000, Larger directary sizes might experiance
slower responses to matadata operations such &2 listing the files in the directory snd opaning
oF creating a fibke.

Limits on the battary

For systems that use NVRAM, the operating system creates a low battery alert If the battery
charge felis below BO% capacity, and the file system is disabled.,

[D NOTICE The DD2200 systam does not use NVRAM so firmware calculations decide whether
the bettery charge is sufficlent to save the date and dizable the file systom if there i & loss of
AL powar,

Maximum number of supported Incdes

An NF5 or CIFS client request causes 8 protection system to report 8 cepacity of about two billion
inodes (files and directories). Systems can axceed that number, but the reporting on the client
may be Insorrect,

Maximum path name length

The maximum length of & full path name {including the charactersin /data/coll/backup) I
1023 characters. The maximum length of a symbalic link Is also 1023 characters.

Limited access during HA failover

Access to filea may be interrupted for up to 10 minutes during feilover on High Availability systems.
(DD Boost and MFS require additional time. )

Monitoring file system usage

Wiew real-time data storege statistics.

The File System view has tabs and controls that provide acoess to real-time data storoge
statistics, cloud unit information, encryption informaticn, and graphs of space usage amounts,
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consumption factors, and data written trends. There are also controls for managing file system
cleaning, expansion, copying, and destruction.

Accessing the file system view

This section describes the file system functionality.
Frocadura

* Sglect Dats Management > File System.

About the File System Status panel
Cisplay the status of file system services,

To access the File Systern Status panel, click Data Management » File System > & in the lower-
right corner of the screen.

File Systeam

The File System field conteins an Enable/Disable link and shows thae working stete of the fie
system;

s Ensbled ond running—and the latest congecutive length of time the file swstem has been
enabled and renning.

* Dissbled and shutdown.

* Enabling and disabling—in the precess of becoming enabled or disabled.

»  Dastroyed—if the file system is deleted.

» Error—if thers is an error condition, such as a probiem initializing the file system,
Cloud File Recall

The Cloud File Recall fiald contalns & Reeall link to initigte a file recall from the Closd Ther. A
Details link = available If any active recals are underway. For more information, see the "Recalling
a File from the Cloud Tier" topic.

Fhysical Capacity Meaasurement

Tha Physical Capacity Measurement fiald contains an Enable button whan phiysical cepacity
mezssurement status is disabled. When enabisd, the system displeya Disable and View buttons.
Click View to see currently running physical capacity measurements: MTree, priority, submit time,
gtart time, and dusatan,

Data Movement

The Data Movement fiald contalng Start/Stop buttons and shows the date the last data
movament operation finished, the number of files copied, and the amount of data copied. The
system displays a Start button when the data movement operation is svailable, and a Stop whean a
data moverment oparation is running.

Actlve Tier Cleaning

The Active Tier Claaning fleld containg a Start/Stop button and shows the date the last cheaning
operation accurred, or the current cleaning status if the cleaning operation is currently running.
For example:

Cleaning finished at 2009/0L/13 06:003:43

ar, it the file sysTem Is disabled, shows:

Pravallable
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Cloud Tier Cleaning

The Claud Tier Cleaning field containg & Start/Stop button and shows the date the laat cleaning

oparstion eceurred, or the current cleaning status if the cleaning operation is currently runmning.
For exarmplo:

CLE&HLHQ finished at 200%,/01/13 06:00:43
or, if the file system is disabled, shows:

Unavailable

About the Summary tab

Click the Summary tab to show space usage statistics for the active and cloud tiers and to access
controls for viewing file system status, configuring fie system gattings, performing a Fast Copy
operotion, expand capacity, and destroy the file system.

For ach tier, space usage statistics include:
* SBize-—The amount of total physical disk space available for data,

* Used—The sctual physical space used for compressad data. Warning messages go to the
system log and an emall alert |s generated when the usa reaches 90%, 95%, and 100%. At
100%, the system accepts no more data from backup servers,

It the Used amcunt is always high, check the cleaning schedule to see how often the cleaning
aperation runs eutomatically, Then use the modifying a cleaning schedule procedure 1o run the
operation maore often. Also consider reducing the data retention pericd or splitting off a porticn
of g Backup data to another system,

* Available (GiB)—The total amount of space available for data storage, This figure can change
because an Internal index may expand as the systam fils with data. The index expansion takes
space from the Avail GIE amaunt.

* Pre-Compression (GiB)—Data written before compression,
* Total Compression Factor (Reduction %)}—Pre-Comp / Post-Comp.
* Cleanable (GiB)—The smaunt of space that could be reclaimed if a cleaning were run,

For Cloud Tier, the Cloud File Recall field containg a Recall lnk to initiate a file recall from the
Cloud Tier, A Detalls link is evailable if any active recalls are underway, For more information, see
the "Recalling a File from the Cloud Tier” togic,

Separate panels provide the following statiatics for tha last 24 hours for each tier:

*  Pre-Compression (GiB)}—Data written before compression,

+ Post-Compression (GiB)—Storage used after compression

* Global Compression Factor—(Pre-Compression / (Size after global compression).

* Local Compression Factor—(Size after global compression) / Post-Compression).

* Total Compression Factor (Reduction %)—[{Pre-Comg - Post-Comp) / Pre-Comg] * 100,

About file system settings
Display and change syetem cptions as well os the current cleaning schedule.
To sccess the File System Settings dislog, click Data Management = File System > Settings.
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Tebila 3 General settings

File Systemn

General settings

Dezcription

Local Comprassion Type

Cloud Tier Local Comp

Report Replica as Writabe

Staging Reserve

Warkar Type

Thirgttle

Cache

The type of local comprassion in use,

*  Soa the section regarding types of camarassion Tar an
B AL

= Sea the section regarding changing local compression

Tha typa of compressian in vse for the cloud tiar.

#  Sea the section regarding types of comprassion Tor an
DTV,

¢ Sea the section regarding changing local comprassion
How applications see a replica.

»  See the section regerding changing read-only aettings
Manage dak staging.

*  Sas the paction regarding working with disk staging

+  See the section regarding condiguring disk staging

Baclkup softwars mrarkers (tapa markers, tag headers, or othar
names are uped) In data streams. See the secticn regardng
teps marker settings

Sae tho section regarding setting the physical capacity
messurament throlths

Prvsical Capacity Cacha initialization clasns up the caches and
enhances the massuring spoeed,

Adjust the workload balance of the fie system to increase performance based on your usaga.
Tabis 92 Worklced Balsnce settings

Workioad Balance settings  Description

Random workboads (%)

Sequantial worklosds (%)

Ingtant scosas and restoras parform betier using random
workioads.

Traditionsl backups and restores parfarm better with saguential
workloads,

Tabia 35 Data Movement sattings

Darta movemant palicy
settings

Description

Eile Age Threshald

Schedule

Whan data movement starte, all files that have not bean
miodified for tha spacified threshold number of days will ba
mowed Trom the active to tha retantion tier,

[Fays and times Gata |15 moved,

The percentage of available resources tha system uses for dota
moeemant, & theott e value of 100% s the dafsult throttle and
mieans that dats moverrent will not be throttled.
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Tabie 84 Cloaning settings

Cleaning schadule ssttings Description

Tirna

Tha date time cleaning operatians run.

#  Sew the section regarding modifying a cleening schedule
The ey&tem resources allncetion,

#  Sea the section regarding throttiing the cleaning operation

About the Cloud Units tab

Displey summary information for cloud units, add and modity sloud urits, and mangge certificates.

The Cloud Units tab on the File Systam page is shown only when the optional Cloud Tier boense is
anablad, This view lists summary information {status, network bandwideh, read accese, local
compression, data mavement end deta statue) the name of the cloud provider, the used capacity,
and the licensed capacity. Controls are provided for editing the cloud unit, managing cortificates.
and adding a new cloud unit.

About the DD Encryption tab

Displey encryption stamus, progress, algorithms, and so on,

Tabils B6 DD Encryption settings
Satiing Description
0 Sysram Status can be one of the following:

Active Tier

Cloud Unit

Encrypticn Progreass

& Mot licensed—DNo other infermation prowided,

* Mot cenfigured—Encryption is llcensed but not configured,
*  Enabled—Encryption s enabled and running.

&  Disabled—Encryption is disabled.

Viaw ancryption status for the ective tar;

*  Enabled—Encryption s enablad and running,

»  Dissbled—Encryption is disabled,

View ancryption stetus per cloud wpit;

*  Enabled—Encryption s enabled and running.

v [issbled— Epcryption s disablad,

“iews enoryption status detalls Tor the active ter regarding the
application of changes and re-encryption of data, Status can be
one of the follewing:

*  None
& Pandirg
= Rurning
* Dora
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Table 88 OD Encryption settings (continuad)

Eatting

Description

Encryption Algorithm

Encryption Pessphrase

File System Lock

Status

Kay Mansgpemant
Kay Managar

FIFS mode

Encrypticn Keays

Click View Details to display the Encryption Status Details dialog
that includas tha fiollowing information far the Active Tier:

= Typa (Exomple: Agply Changes when encryption haa slready
bean Initiatad, aor Fe-encryption when ercryption 8 a result of

compramised date-perhaps a previously destroyed key. )
*  Status (Example: Pending )

# [atalls: (Exemple: Requested on December o xx gnd will
take aftes the nast syatam clean).

Tha algarithm used to encrypt thi data:

s AES 258.-bit (CBC) (default)

& BES 256-bit (M) (more secura but showar)
»  AES 128-bit (TBC) (not as secura as 256-bit)

= AES #28-bit (GCM) {not os secura as 266-bit)
Spe Changing the Encryption Algosithm for details.

When configurad, shows ag “*****." To changa the passphrasa,
sae Managing tha Systam Passphrasa.

The Flle Syatem Lock status s aither;

= Unipcked=—The festure is not enabled.
s Locked—The featurs & enabled.

The intarnal Embadded Key Marager or the optional KeySacure
Ky banager. Click Conflgurs to modify Kay Mansper optiens.

Whiather or nat the imporied host certificete is FIPE compliant. Tha
dofsult mode is enabled,

Lests keys by D numbers, Shaws whan a bey was created, how lang
it s valid, its type, its state, and the amount of the data encrypted
with thi key, The system displays the |ast updated time for kay
information ebove the right cofumn. Selectad keys bn the st can
b

s Dgleted.
*  Dpsroyed.

About the space usage view (file system)
Display & visual (ou static) represertation of date use Tor the Tile eystem at certain points In Time.
Click Data Management > File System = Charts. Select Space Usage from the Chart drop-down

list.

Click a point on & graph line to displey dats at that point, The lines of the graph denote

Mmeasuraments for:
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* Pre-comp Written—The total amount of data sent to the MTree by backup servers, Pre-
compressed data on an MTrea is what a backup server sees as the total uncompressed data
heid by an MTree-as-storage-unit, shown with the Space Usad (left) vertical axis of the graph.

* Post-comp Used—The total amount of disk storage in use on the MTree, shown with the
Space Used (left) vertical axis of the graph.

* Comp Factor—The amount of comprassion performed with the data received {compression
rata), shown with the Compression Factor (right) vertical axis of the graph.

Checking Histerical Space Usage

On the Space Usage graph, clicking a Date Range (thet ig, ™w, Tm, 3m, Ty, or All) abowve the graph
lets you change the number of deys of data shown on the graph, from one week to all,

About the consumption view

Display space used over time, in relation to total system capacty.

Click Dota Management » File System > Charts. Select Consumption from the Chart drop-down
list.

Click a point on a graph Bne to display data at that point, The lines of the graph denate
measurements far:

= Capacity—The total amount of disk storage aveilable for data on the system. The amount Is
shown with the Space Used (loft) vertical axia of the graph. Clicking the Capacity checkibox
togghes this line on and off.

* Post-comp—The total amount of disk storage in use on the system. Shown with the Space
Used (lefr) vertical axis of the graph.

* Comp Factor—The amount of compression perfarmed with the data received (compression
ratio). Shown with the Compreasion Factor (right) vertical axis of the graph.

= Cleaning—A grey diamend is displayed on the chart each time & file systemn cleaning operation
wag started,

* Data Movement—The amount of diek space moved to the cloud storage area (If the Cloud Tier
license is enabled),
Checking Historical Consumption Usage

On the Consumptien graph, clicking a Date Range (that |s, Tw, 1m, 3m, 1y, or All} above the gragh
lets you change the number of days of data shown on the graph, from cne weelk to ail,

About the dally written view (file system)

Cieplay the flow of data over time. The data amaunts are shown over time for pre- and post-
comprassion amoaunts,

Click Data Management > File System > Charts. Select Daily Written from the Chart drop-down
list.

Click 8 point on a graph line to display 8 box with data at that paint. The lines on the graph denote
misasuraments for;

= Pre-Comp Written—The total amount of data written 1o the file system by backup sarvers.

Pre-compressed data on the file system ks what 8 backup server sees 85 the total
uncompressed data held by the file system.

* [Post-Comp Written—The total amount of data written to the file system aftar compression
has been parformed, as shown in GiBs.

* Total Comp Factor—The total amount of compreasion performed with the data recehed
{comprassion ratia), shawn with the Total Compression Factor {right) vertical sz of tha

graph,
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Checking Historical Written Data

O the Daily Written gragh, clicking a Date Range (that |z, Tw, Tm, 3m,1y, or All) abowve the gragh
et you ehange the number of daye of date shown on the graph, from one week to all,

When the file system is full or nearly full

Protection systems have three progreesive levels of being full. As each level is reached, more
operations are progressively disallowed. At each level, daleting data and then perfarming a file
system cleaning operetion makes disk space available.

m Mota: The procass of deleting files and removing snepshots dese not immediately reclaim disk

gpace, the next clagning oparation reclaims the space,

Lewval 1—At the first leve! of fullness, no more new data can be written to the file systerm. &n
informative out of space alert is generated.

Remedy—Delete unneeded datasets, reduce the retention period, delete snapshots, and
parform a file system cleaning cperation,

Leval 2— At the second laval of fullness, files cannot be deleted, This & becauss deleting files
also require frea space but the system has so little fres space availeble that it cannot even
dalete files,

Ramady-—Expire snapshots and perform a fie system cleaning operation.

Level 3—At the third and final level of fullness, attempts to expire snopshots, delete Rles, or
wirite new data fal,

Remedy—FPerfarm o file system cleaning operation to free enough space to at east dedets
some files or expire some snapehots snd then rarun cesning.

Monitor the space usage with emall alerts

Abarts are generated whan the file system is at 30%, 35%, and 100% full. To send these slarts, add
the user to the slert emailing list.

@l Mote: To join the alert emell list, see Viewing and Clearing Abarts,

Managing file system operations

This section describes Tile system cleaning, santtization, and performing basic operations,

Performing basic operations

Basic file system operations include enabling and disablirg the file system, and in the rare
occasion, destraying a file systam,

Creating the file system
Create a file system from the Data Management > File Systam page using the Summary tab.

About this task
There are three reasons Lo creste a file system:

For & new systam,
When a system is atarted after a clean installation.
After a file system hes been destroyed.

To create the file systam:
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Procedure

1. Verify that storage has been installed and configured (zes the section on viewing eystem
storage information for more information), If the system does not meet this prereguisite, a

warning message s displayed. Install and configure the storsge before attempting to create
the file system,

2. Select Data Management > File System > Summary > Create.
The File System Creete Wizard ks launched., Follow the instructions provided,

Enabling or disabling the file system

The cption to enabie or disable the file system is dependent on the current state of the file system
==if itz anabled, you can disable it and vice varsa,

About this task

= Enabling the file system aflows system operations to begin. This ability is avaliable to
sdminstrative users only,

* Disabling the file systam halts &ll system cperations, including cleaning. This abiity s svailable
to administrative users only.

" " Disabling the file system when a backup application is sending data to the system
can cause the backup process to fail. Some backup software applications are able 1o recover
by restarting where they left off when they are able to successfully resume copying files;
others might fail, leaving the user with an incomplete backup.

Procedure

1. Select Data Managment » File System - Summary.
2, For File System, click Enable or Disable.
3. On the confirmation dialog, click Close.

Expanding the file system

You rright need to expand the size of a file system if the suggestions given in "When the File
System I Full or Nearly Full" do not clesr enough space for normal operations.

About this task

A file system may not be expandable, however, for these reasons:

*  The file system |z not enablad,

¢ There are no unused disks or enclosures in the Active or Cloud thers,
* An expended storage license is not instakied.

*  There are not enough capacity licenses installed,

DDE200 systems suppart the optian to use ES30 enclosures with 4 T8 drives { 43,6 TiE) ot 50%
wtilization (21.8 TiB) in the active tier If the available licensed capacity is axsctly 21.8 TiB, The
following guidelines apply to using partial capacity shelves.

*  No other anclosure types or drive sizes are supported for use at partial capacity.
« A partial shelf can only exiat in the Acthe tier.
*  Ondy one partial ES30 can axist in the Active tier.

* Once a partial shelf exiatz in a ther, no additional ES30s can ba configured in that tier untd the
partial shalf is added at full capacity.
(i) |Note: This requires lizensing encugh additional capacity to use the remaining 21.8 TiB of
tha partial shatf.
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+ |f the available capecity exceeds 21.8 TB, & partial shelf cannot be added.
¢ Dalating a 21 TIB llcensa will not sutomatically convert 8 fully-used shelf to a partial shalf. The
shelf mieet be removed. and added back as & partial shalf,

For DD6300, DD9400, and DDI900 systems, storége capacity licenses are avallable In increments
of 50 TE raw (48 TB usable) capecity. Therefore, systems with 8 TB drives may encounter
situations where the censed capacity does not the full capacity of the disks installed in the disk
shelves. For example, it 8 system hes g licensed capacity of 48 TB usable capacity, and has one
pack of & TB disks for a totel of 96 T usable cepacity, only half the system capacity is available
for use,
To expand the file system:
Frocedure

1. Select Data Managment > File System > Summary > Expand Capacity.

The Expend File System Capacity wizard is launched. The Storage Tier drop-down list
always contains Activa Tier, and it may contain Cloud Tier as 8 secondary choice. The wizard
displays the current capacity of the file system for each tier as well as how muech additional
storage space i avallable for expansian.

E‘J HNote: File system capacity can be expanded only If the physicel disks are Installed on tha
system and file systermn is enebled,

2. Fram the Stersge Ther drog-down list, select a tier.
3. Inthe Addable Storage erea, select the storage devices to use and click Add to Tier.
4, Faollow the instructions in the wizard. When the confirmation page is displayed, click Close,

Destroving the file system
Destroying the file system should be done only under the direction of Customer Support. This
action deletes all data in the file system, including virtes! tepes. Delated data is not recoverabde,
This operation also removes Replication configuration settings.
About this task

This operation & used when it ls necessary to clean out existing data, to creste a new collection
replication destination, or to replace a collection source, or for security reasons because the
syetem is being removed from operation,

S CEUTION The optioral Write zeros to disk operation writes zeros to all file system disks,
| aftectively removing all traces of data, If the system contains o large amount of dats, this
| operation can takes many baurs, oF 8 diy, 10 complob,

{'ﬂ| Mote: As this is a destructive procedurae, this operation iz avellable to administrative wsers andy.

Procedura
1. Select Data Management > File System > Summary > Destroy.
2. Intha Destroy Fila System dialog box, enter the sysedmin password (it is the only accapted
pasgwaord]),
3, Optionally. click the checkbox for Write zeros to disk to completaly remove data.
4, Clhek O,

Performing cleaning

This section provides information about cleaning and describes how to start, stop, and madily
cleaning schadulas,

DD OS5 sttempts to meintain & counter called "Cleanable Gi8' for the active ter. This number is an
gstimation of how much physical [ postcomp) space could potantially be reclaimed in the active tier
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by ﬁ.ll'll'lt-ﬂ'm -::Iuan.rgEll‘hE]B coilection. This counter g shown uﬂlng the il BEYE Show sSpane and
a7 commands.

Active Tler:
Resource Eize GIB Used GiB Avall GiB Uset Cleanable GLB*

e e e ot e D . 2 i i ot ey T TS i e e s - s

‘data: pre=comp - 7255347.5 = = =
‘date: post—comp J04650.8 2512524 S3436.5 B2 51616.1 === HOTE
fddvar 79,5 12.5 15.6 448 —

e e e i - | i

=T P [ Te kR T R,

Run active tier clean if glther:
* The value for 'Cleanable GiE" i large
* DOFS hes becorme 100% full (and is therefore read-only)

Clean may not reclaim all potential space in & single run. On systems contalning very largs
datasets, clean works against the portion of the file system containing the most suserflusus deta
and may need to be run multiple times before all potential space is reclaimed.

Starting cleaning

e

To immediately atart a cleaning operation.
Procedure

1

Select Data Managment » File System > Summary > Settings > Cleaning.

The Cleaning tab of the File System Setting dialog displays the configurable ssttings for
each ter,

For the active tier:

&. In the Throttle % text box, enter a system throttle amount, This is the percentege of
CPU usege dedicated to cleaning. The default is 50 percant,

b. In the Frequency drop-down list. select one of these trequencies: Never, Dally, Weekdy,
Biweekly, and Monthly. The default is Weekly.

c. For At, configure a specific time,

d. For On, sefect a day of the wek,
For the cloud tier:

a. In the Thratthe % text box, enter a system throttle amount. This is the percentage of
CPU usage dedicated to cleaning. The default i3 50 percont,

b. In the Frequency drop-down list, select one of these frequencies: Mever, Aftar every ‘W'
Active Tier cleans.

()| Note: H & cloud unit Is inaccessible when cloud tier cieaning runs, the cloed unit is
skipped in that run, Cleaning on that clowd unit occurs in the next ren if the cloud
unit becomes evailable, The cleaning schedule detarmines the duration batwean two
rumg, If the cioud unit becomes evailable and vou cannot wait for the next acheduled
T, wou can start cleaning manwalky,

Chck Save,
(i) Mote:
To start the cleaning operation using the CLL use the f1leays clean starl

command.,

F filesys clean staxt
Qleaning startwd, Uss 'fliseys clesn watch' to monlbol progEess.
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T confirm that cleaning is in progress, use the f1lesys status command.

& Cllasys ECatis

Thie filasyibehn i4 enabled and ronning.

Cleaning stacted at ZO0L7705,1% 19:05:58; phase 1 of 12 (Fre-mecge)
E0. 63 camplete, 64842 GiB froar time: phase 0:01:18%, total O0:01:05

If cheaning is alreedy running, the following message (s displayed when [t is attempted to
be started.

wowd Claaning already in progress, Oee. 'Cilesys clean watch' £o monlitor
FEQgrmes .

(1) | Mote: if clean is not able to start, contact the contracted support provider for further
essistence, This issue may indicate that the system has encountered a missing
segment ercor, Causing clean to be disabled.

Scheduling or stopping cleaning
To immediately stop or schedule & cleaning operation.
Frocadurs

1. Select Data Managment > File System > Summary > Settings » Cleaning.

The Cleaning tab of the Flle System Setting dislog displays the configurabla sattings for
wach tler.

2. For the active tier:
a. Im the Freguency drop-cown list, select wanted freguancy.
3. For the cloud tier:
8. In the Frequency drop-down list, salect wanted fraquency.
4, Click Save.
(1) [Note: The CLI can be used to check that a clean schedule has been set.
¥ fllesys clean shew acheduls

If nacessary, sat an active tier clean schadule. The following example sets cleaning to

rumn every Tuesday at B AM:

# flleavs cle=an s=t schedule Tus TG00
Fileayaren claaning i schaduled to run “Tue® at “O600%.

Performing sanitization

To comply with govarnment guidelines, system sanitization, sso called date shredding, must be
parformed when clessilied or sensitive data is written 1o any system that Is not approved to store
guch data,

When an incident occurs, the systern administrator must take immediate action to thoroughly
eradicate the data that was accidentally written. The goal is to effectively restore the storage
device 1o 8 state as if the event mever cccurred., If the data leakege is with sensitive data, the
antire storege will need to be sanitized using Dell EMC Professional Sarvices' Secure Dats erasure
practice.

The sanitization command exists o enable the sdministrator to delete files at the kogical level,
whather & backup set or individual files, Daeleting a file in most file systems consists of just flagging
the file or deleting references to the data on disk, frasing up the physical space to be consumed at
a later time. Howeawer, this simale action intreduses the preblem of leeving behind a residual

reprasentation of underlying data physically on disks. Deduplicated storage environments are not
immaune o this problem.

Shredding data in @ system implies elmineting the residual representation of thet data and thus the
possibility that the file may e accessitle after it has been shredded. Dell EMC's sanitization
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spproach ensures is compliant with the 2007 versions of Department of Defense (DoD) 5220.22 of
the following specifications:

* U5 Departrent of Defense 5220.22-M Cleaning and Sanitization Watrix

= National institute of Systams and Technalogy (NIST) Special Publication 800-88 Guidelines for
g

Sanitizing deduplicated data
Protection systems sanitize data in place, in its native deduplicated state,

Deduplication storage systems extract comman dats patterns from files sent to the eystem and
store only unique copies of these patterns, referencing all the redundant instences. Because thess
data patterns or segments may potentially be shared among many files in the system, the
sanitization process must first determing whather each of the segmante of the contaminated file
are shared with a clean file and then erase only thass segments that are not shared, alang with any
contaminated matadata,

All storage tiers, caches, unused capacity, and free space are cleared so that avery copy of every
segment that belongs exclusively to the deleted files is eradicated, The system reclaims and
overwrites all of the storege cccupied by these segments to effectively restore the storage device
to a atabe oy if the contaminated files never existed in that system.

Sanitization level 1: data clearing or shredding

It the data you need to remove is unclassified, as defined in the "US Department of Defense
6220.22-M Clearing and Sanitization Matrix," Level 1 sanitization can be used to ovarwrite the
affected storage onca. This provides the basis for handling most date shredding and system
sanitization ceses.

About this tesk

The system sinitization feature ensures that every copy of every segment that belongs cnly te
eraeed files is overwritten using a single-pass zerotization mechanism,. Clean data in the system
being sanitized s onding and available to users.

Procadure

1. Deiete the contaminated files or backups through the backup softweare or corresponding
wient. In the case of backups, be sure o manage the backup software eppropriately to
ensure that refated files on that image are reconciled, catalog records are managed as
reduired, and so forth,

2. Runthe system =anitize start command on the contaminated system to cause all
préeviously used space in it to be overwritten cnoe (zee the figure below).

3, Wait for the affected syetam to be sanitized, Sanitization cen be monitorad by using the
gyetam sanitize wakcsh command.,

If the affected system has replication enabled, all the systemns containing replices need to be
processed in a similar menner. Depending on how much dats exists in the system and how it
i distributed, the syatem sanlilze commend could take some time. However, during
this time, all clean deta In the system is avallable to wsers.
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Sanitization level 2: full system sanitization

I the data you need to remove is classified, as defined in the "US Depariment of Defense
E220,22-M Clearing end Senitizetion Matrix," Level 2 sanitizetion, or full system sanitization, is
now required.

Abeout this task

Dell EMC recommends Blanceo for multi-pass overwrites with any overwrite pattern and a
certificate. Thiz provides the basis for handling universal Department of Deferse regulrements
whera complete system sanitizetion is required. For maore information, go to;

https:/ /www.ame.comsauth/ reoll/servicekitdocument/cp_datadomaindataerasa_psbasddde. pdf

Modifying basic settings

Change the type of compression used, marker types, Roplca write status, end Staging Reserve
percentage, as described in this section,

Changing local compraession
Uga thie General tab of the File System Settings déalog to configure the local comprassion Typd,

About thie task
m|Nn‘tu: Do nat ehange the type of local compression uniess it is necessary.

Procedura
1. Select Dats Managment = File System = Summary > Settings > General.
2. From the Local Compression Type drop-down Hst, select a compression type.

Tabls 96 Compression type

Optlon Description
HOME Do not compress data,

LZ Thia algorishm that ghoes the best throughput. Dell EMC recommends the tz
opticn, which ks the defaul setting, for the following systems

= DD
=  DD3S00
& DDBEZ00
= DOGE00
«  DDS300
= DDa500
+«  D0E800

GIEEAST & zip-stybe compression that usas less space for compres=ad data, but more
CPU cycles (twice a5 much as |z). Gzfast is the recommended aitemative
for sites thet want more comprassion ot the cost of lower parfarmance. Ded
EMC recommends the gzfast option, which is the default setting, for the
following systerms:

s DOES00
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Table 36 Compresgion type (oantinued)

Optian Description
«  DDB400
»  DCE500
&2 A zip-style compression that uses the loast smount of space for data

starage [10% to 0% kees than k2 on avorage; however, some datasets get
much highar compression). This ses uses the most CPU cycles (up to five
times as much as iz}, The gz comprassion type is commonly wsad for
nmaariing storsge applications in which perfarmancs requirernants are low.

3. Click Save.

Changing read-only settings

Chenge the replica to writable. Some backup applications must see the rephce 88 writeble to do a
restore or vault operation from the replca.

Procadura
1. Select Data Managment = File System » Summary > Settings > General.

2, Inthe Report Replica as Writable area, toggle between Disabled and Enabled as
approgriate.
3 Click Sava.

Warking with disk staging
Disk staging enables a protection system to serve Bs 4 staging device, where the system Is viewed
85 a basic disk via & CIFS share or NFS mount point,

Disk staging can be used In corfunction with vour backup software, such as NetWorker and Verites
NetBackup (MBLU), it does not reguire a license, and is disabled by default.

()| Mate: The DD VTL festure & nat required or supported when the system is used as a Disk
Steging device.

The reason that some backup applications use disk staging devices is to anable tape drives ta
stream continuously. After the data s copied To tape, it % reteined on disk for ss long as space &
eveilable. Should a restore be needed from a recent backup, mare than likaly the data i still on disk
and cen e restored from it mare conveniently than from tape. When the disk fills up, oid backups
can be deleted to make space. This delete-on-demand policy maximizes the use of the disk.

In normal apesation, the system does not reciaim space from deleted files until @ cleaning operation
is done. This s not compatible with backup software that cperates in & staging mode, which
expacts space to be reclaimed when files sre deleted. When you configure disk staging, you
reserve a percantage of the total space—typlcally 20 to 30 percent—in order to allow the system
o gimulate the immediate fraging of space.

The amount of available space is reduced by the amount of the staging reserve. When the amount
of data stored uses all of the availeble space, the system |5 full. However, whenever a fila is
deleted, the system estimates the amount of space that will be recovered by cleaning end borrows
from the staging reserve to incresse the available space by thet amount. When a cleaning
oparation runa, the space iz sctually recovered and the mserve restored to its initial size. Since tha
armaunt of space made availsble by deleting files is only an astimate, the sctusl spece reclaimed by
cheaning may not match the estimate. The goal of disk staging is to configure enough ressrve s0
that ywou o0 ROt Fun out BeTore Cleaning i schaduled 1o run,
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Configuring disk staging
Engble disk steging and specify the steging reserve percentage.
Procedure
1., Select Data Managment > File System > Summary > Settings » General,
2. Inthe Staging Reserve area, toggle betwean Disabled and Enabled az appropriate.
3. If Staging Reserve is enabled, antar a valus in e % of Total Space box.

This value represents the percentage of the total disk space 10 be resarved for disk staging,
typically 20 to 305,

4. Cliek Save.

Tape marker settings

Backup softwere from some vendors insert markers (tape markers, tag headers, or other names
gre usad) in all data streams (both fike system and DD VTL backups) sent to & protection systedm.

Markers can significantly degracde data compression. &s such, the defeult marker type auto & set
and cannot ba changed by the user. If this setting is not compatible with your backup software,
contact your contracted support provider.

[IH Mete: For information about how applications work, see How EMC Data Domain Sparens

Integrate info the Storage Enwronment. You can use these matrices and Integration guides to
ltrwhlﬂnut wvendor-related issuas,

SSD Random workload share

The value for the threshold at which to cap rendom 1/0 on the protection system can be adjusted
fram the default value to accommodate changing requirements and L0 patterns.

By default, the S50 randem workload share |g set at 40%. Thiz value can be adjusted up or down
as needed. Select Data Managment > File System > Summary » Settings » Workload Balance,
and adjust the shider,

Chek Sava.

Fast copy operations
A fast copy operation clones files and directory trees of a source directory to B target directary on
B protection system,

The £orco option allows the destination directory to be overwrittan if It axists. Executing the fast
copy aperation displays a progress statue disiog box,

E} Mate: A fast copy operation makes the destination egual o the seurce, But Not at & specific
time. There ere no guarantees that the two are or were ever equal if you change either foldar
during this cparation,

Performing a fast copy operation

Copy a file or directory tree from a protection system source directory to another destination on
the same system.

Procadiire
1. Select Data Managment = File System » Summary » Fast Copy.
The Fast Copy dialog i displayed.
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2. Inthe Source text box, entar the pathname of the directary whare the data to be copied
resides. For example, /data/coll/backup/ . snapahat / snapshet-name/dirl.

{E}Fﬂntﬂr coll uzes a lower casze L followad by the number 1.

3. Inthe Destination text box, enter the pathname of the directory where the data will be
copied to. For example, /data/coll/backup/dl 2. This destination directory must be
empty, or the operation fails.

& |f tha Destination diractory exists, click the checkbax Overvwrite existing destination if
it exlste.

=

Clck OK.
3. Inthe progress dialog box that appears, click Close to axit,
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CHAPTER 6
MTrees

This chapter Inchudes:

v Monitaring MTTEe UBBEE ... s s e sasss s e ssrassrmssas s srsassesss s B 10
o MEnagIng MTree ODBFRIIONE.... ... i iinms rcersia s s arimsss s ens s st bbbt shacsisinisssasis 3 10
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MTrees overview

An MTree is o logical partition of the file system,

You can use MTrees In the following ways: for CIFS shares, DD Boost storage units, DD VTL pools,
or NFS exports. MTrees allow granular management of snapshots, quotas, and DO Retantion Lock,

Mote:

There can be up to the maximum configurable MTress designated for MTree replication
contoxts,

Uo not place user files in the top-level directory of an MTree. Create subdirectories within the
MTree to store user data,

MTree limits
MTree limits for DD systems

Table 37 Number of supported M Treas

Systam DD Os Supparted Suppoerted concurrently
Version configurable MTrees |ascthes MTrees
DA 0C0 7.0 and later | 256 256
DDERN0, DDB40D 7.0 and fater | 128 128
DDoaco 6.0 ard 258 266
laser
DOASo0 5.7 and later | 256 256
OOEE00, DOEEH0 6.0 and 128 128
hatgr
DOE300 6.0 and 100 a2
lertar
DOX00 5.7 and later | %00 &2

Quotas

MTree quotas apply only to the logical data written to the MTrea,

An admindstrator can set The storege space restriction for an MTree, Storage Undt, or DD VTL poal
to prevent it from consuming excesa space. There are Two kinds of quote limits: hard lfmits and
soft limits. You cen set either a soft or hard limit or both & soft and hard mit. Both values must be
integers, and the soft value must be less than the hard value.

Whan a soft limit is set, an alert is sent when the MTree size exceeds the limit, but data can still be
wirithon to 1L When a hard limit is sst, deta cannot be written to the MTree when the herd limit is
reached, Theretore, all write operations fail until data is deleted from the MTree.

Sea Configure MTroo guotas on page 218 for mere information,

Guota anforcament
Enable or disable quota enforcamant.
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About the MTree panel

Lists gll the active MTress on the system and shows real-time data storage statistics, Information

in the overview area is halpful in visuallzing space usage trends,
Selact Data Managemant > MTree.

+ Select g checkbox of an MTrea in the list to display detalls and perform configuration in the

Summarnry Yiew.

+  Enter text (wildcards are supported) In the Filter By MTree Name fisid and click Update to lst

spacific MTres names in the list,
¢« [Delete filter text and click Reset to return to the default list.

Tabla 88 MTree svsrview Information

e Description

W Tres MNams Tha pathnama of the MTa,

uata Hard Limit Fercaniage of hard limit guota usad,

La=t 24 Hr Pre-Comp (pre-  Amouwnt of rew data from the beckup spplication that has been

COMmprassion) written in the last 24 hours.

Last 24 Hr Post-Camg Amount of storege wsed after comprassion in the last 24 hours.

{post-comprassion)

Last 24 hr Comp Ratho The comprassion ratio for the last 24 hours.

Waskly Avg Post-Comp Average amounl of compresaed stofege u=ad In the last five
waeks,

Lt Wesk Past-Comp Averape amourt of comprassed storage used in the last seven
days.

Weskly Avwg Comp Ratio The avarage comprassion ratio for the last fve weaks,

Last Week Comp Fati The awarage comprassion ratio for the last saven days

About the summary view
Wiew important file system statlstcs.

View detall information
Select an MTres to view Information,

Tebls 99 MTraes detall nformation for a selectad MTrea

Itam Description

Full Path The pathneme of the MTrea,

Pre-Comp Lised T current amount of ree deta from the backup application
that has boan written to the M Tres.

Status The status of the &Tree (combinations are supported ). Btatus
can ba
¢ O: Doleted
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Table B9 MTres detail iAformation for 8 salected MTroo {continued )

ftoam Deseription

= RO Read-only

W Resd/write

s [RD: Replication destination

* RLCE: 0D Retention Lock Complance enabbed

* RLCD: DD Retention Lock Compliance disabled
*  RLGE: DD Retertion Lock Governance enabled
= RLGO: DD Retention Lock Govemance disabled

Gussta
Guota Erforcement Enabled or Disabled.
Pre-Comp Safe Limit Current value. Click Cantigure to revise the guots limits,
Pra-Cormg Hard Limit Gurrent velue. Click Configure to revise the quota Bmrits,
Gluota Surmmany Parcentage of Hard Limit used.
Pratocols
CIFS Shared The CIFS share status. Status can ba
*  Yes—The MTree or its parent directory is shered,
* Partlal—The subdiractory under this MTrea is shared.
*  Mo—This MTree and its parent or subdinectony are not
ahared.
Click the CIFS link to go 1o tha CIFS vaw,
WF5 Exported The NFS export stetus. Status can be:
*  Yes—The MTree or its parent directary |s exported,
& Partial—The subdirectory undor this MTrea is asported,
*  Mo—Thig MTree and its parent or subdinectony are not
exporied.
Click tha MFS lirk t9 g0 16 thi NFS view
0D Boost Storage Unit The DO Boost export status. Status can be:

® Yas—The MTres & exparted.

®  Ma—This MTres & not sxgpartad.

*  Lrg&nowr—There is no informatiaon,

Click the 0D Boost link to o to the DD Boost viaw,
0D ¥TL Pool WTL pood report states. Status can be;

* ‘Yea— The MTree is 8 DD VTL MTres ponl,

*  Mo=— Tha MTres s not 8 OO0 VTL MTree poal.

*  Unknown— Thare is no nfarmation,

ulhzk Paal whisk report status, Stetis can be:
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Tabla 89 M Troe detall information for & gslacted bTree (continued)

Itam Description
#  Unknown— vDisk sarvice & not anabled.
¢ Mo— vDisk sarvice is enabled but the MTree is not & vDisk
paal,
¢ Yau— vDisk service s enabled and the MTree ks a vDisk
pool.
Physical Capacity
heasuraments

Used (Post-Comg)

Compressicn
Lest Measurament Time
Secheddles

Submitted Measuremenis

Enapshota

b Trivm space that ik used after compressad deta has been
Ingpestod.

Glabal Comp-fastar.
Last tima tha systerm massuwod the MTree.
MNumber of schedules assigred.
Click Assign to view and assign schoadules 1o tha MTree.
& Nama: The schedule nama.
&  Status: Ensbled or Disabled
s Prgrity:
®  Normal— Submits 8 measurement task to the
Processng queue.
= Lrgent— Submits & measurament task to the front of
the processing quaus.
#  Schedule: Time the task runs.

MTres Assignmernts: Mumbar of MTress the echedule i
Eszigned to.

Displays the post compression status for the MTree.

Click Measure Mow to submit a marnual post comprassion job
for the MTrea and salect & pricrity for the job.

*  (— Mo measurement job submitted.
® {— 1 measuremant job running.
*  2— 2 measurerment jobs raning.
Displays these statistics:

o Total Snapshots

#  Expired

& Unowpired

& Oldest Snapshot

= Mewest Snapshot

®  Mext Scheduled

® Azalgned Snapshat Schadules
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Table 98 MTres deted information for o selactad MTree (continued)

Itam Desoription

Click Total Snapshote to go to the Data Management >
Snapshots viaw,

Click Assign Schedules to configure snapshot schedules,

View MTree replication infermation
Display MTree replication configuration.

If the selected MTree is configured far replication, summary infarmation about the corfiguration
displays in this area. Otherwise, this area displaye ¥o Rocord Found,

= Click te Replication link to go to the Replication page for configuration and to see additianal
detaits.

Teble 100 M Tres repication information

Item Description

Source The gsures MTrea pathnama.

Destiration Thi dastination MTrae pathname,

Status The status of the MTres replcation par. Status can be Mormal,
Errar, or Warning.

Syng Az OF The kst day and time the replication pair was synchronized,

View MTree snapshot information

It the selected MTree is configured for snapshots, summary information about the snapshot
configuration displays,

* Click the Snapehats link to go to the Snapshots page to perform eonfiguration or to see
additional detaik.

= Click Assign Schedules to assign a snapshot schedule to the selectod MTree. Salect the
schedule's checkbox, and then click OK and Close. To creste 8 snapshot schedule, chck
Create Snapshot Schedule (see the section about cresting a snapshot schedule for
instructions).

Tasle 101 MTroo snapshot information

Item Description

Total Snapshots The tatal number of snapshots created for this MTree, & total
cf 750 snapshats can be crested for each MTres

Exparad The numbaer ef snapshets in this MTree that have been markad
for dedation, but hewe rot been rermaved with the claan
GRETATION &5 yal

Lirsstpirad The numbar of snapshats in this MTree that are marked for
keaping.

it Snapsinat The date of the cidest snespshot for this MTree.

Mewast Snapshot Tha date of the newest snapshot for this MTree,
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Takle 901 M Tree snapehat information (continued)

Ivam Description

HNaxt Schedulsd The dats of the next scheduled snapshat.

Assigned Snapshot Thee nasrg af the shapshat schedue sssigned to this MTrae,
Sohedules

View MTrea retention lock information

It the selected MTres |5 configured for one of tha DD Ratention Lock software aptions, summary
information about the DD Retention Lock configuration displays.

(1) Note: For information on how to manage DD Retention Lock for an MTree, see the section
sbout working with DD Retention Lock.

Table 102 0D Retantion Lock information

It Description

Status Indicates whether DD Retentlon Lock s enabled or disabled.

Made ndicates whether the MTree ks configured for DD Retontion
Lok Compliance or DD Retanticn Lock Governance.

Use Indicates the usa of the MTree.

Retention parod min Indicates the minimum DD Retentlon Leck tima pariad,

Retention parod max Indicates the maxrmum 00 Retention Lock time perhad.

Enabling and managing DD Retention Lock settings

Lse the DD Retention Lock area of the GUI to madify retantion lock periods.

Procedurs
1. Select Data Management > MTree > Summaery.
2. In the Retenticn Lock area, click Edit,
3. Inthe Modify Retention Lock dialog box, select Enable to enable DD Retention Lock.
4. Modify the retention lock values:

A, Inthe Use drop-down k81, eslect Manual or Automatic,

# For manusd retention kock, to change the minimum or maximum retention peniod for
the MTres:

g, Type & number for the Interval In the text box (for e=ample, 50F 14},

k. From the drop-down list, salect an interval {minutes, hours, days, years),
(1) | Note: Specifying @ minimum retention period of less than 12 hours, or &
maximum retention period banger than 70 years, results in an arror.

= [For automatic retention lock, to change the minimum, maximum, of automatic
retention period. or the automatic lock defay for the MTree:
g. Type 8 number for the interval in the text box (for example, S oF 14).

b. Fram the drop-down lat, select an interval (minutes, hours, days, years).
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(i) | Mate: Specifying a minimum retention period of less than 12 hours, a maximum
retention period longer than 70 years, an automatic retention period that does
nat fall between the minimum and maximum values, or an automatic lock delay
w58 than 5 minutes or more than 7 days results in an error.

(T} | Mote: If a filw is modified before the automatic lock defay has elapsed, the lock
delay time starts over when the file modification is complate. For exampie, it
the lock delay Is 120 minutes and the file i modiflied after 50 minutes, the lock
darlay will start again at 120 minutes after the file is modified.

b. Chck OK to save the settings.
Raesuits

Afrer you close the Modify Retention Lock dialog box, spdated MTree Information s displayed in
the DD Retention Lock summary area,

About the space usage view (MTrees)

Display a visual representation of data usage for an MTree at certain points in time.
Select Data Management > MTree > Space Usage.

= Click 8 paint on @ graph line to display a box with deta at that point.

* Llick Print (at the bottom on the greph) to open the standard Print dislog box.
*=  Click Show in new window to display the graph in a new browser window.

The lines of the graph denote measurement for:

* Pre-comp Written—The total amount of data gent to the MTree by backup sarvers, Pra-
compressed data on an MTree i whet a beckup server sees as the total uncompressed data
held by an MTree-as-storage-unit, shown with the Space Used (left) vertical axis of the graph.

=  Post-comp Used—The tetal smount of storage spece congumed on the MTree after
comprassion, shown with the Space Used (left) vertical axis of the graph.

* Comp Fector— The compression ratio of the data stored on the MTree, shown with the Comp
Factor [right]) wertical axis of the graph,

(i} | Mote: For the MTrees Space Usage view, the system displays only pre-compressed
information. Data can be shared between MTrees 5o compressed usage for & single MTree
cannot be pravided.

Checking Historical Space Usage

On the Space Usage graph, clicking an interval (that is, w, 1m, 3m, ar 1] on the Duration fine
ebove the graph allows you to change the number of days of data shown on the graph. fram 7 1o
120 days.

Te see spoce usage for intervals over 120 days, issue the fallewing command;

B filaaya ahow cospreassion [summarcy | daily | daily-detailed] [[last » [hours |
days | weaks | months]]l | [start date [end data]]]

About the daily written view (MTrees)

Cisplay the flow of data over the last 24 hours. Deta amounts are shown over time for pre- and
poSt-Compression.

It alsg provides totals for global and local compression amounts, and pre-compression and post-
COMPression Bmounts.
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Clck a point on a gragh ne to display a box with dafta et thet point.
Clek Print (at ths bottom on the graph) to open the etendard Print dialog bos.
Chck Show in new window to display the graph in & new Browser window,

The fines on the graph denote meaasuraments for:

Pra-Gomp Written—The total amount of data written to the MTree by backup servers. Pre-
compressed data on an MTree s what a backup sarver ases ae the totel uncompressed data
hald by an MTres -ss-gtoraga-unit.

Post-Comp Written—The total amount of data written to the MTree after compression has
been performed, as shown In GiBs,

Total Comp Fector—The total amount of compression parformed with the data recelved
(compression ratio), shown with the Total Compression Factor (right) vertical axis of the

graph.

Checking Historical Written Data

O the Daily Written graph, clicking an interval (that is, 7d, 30d, 604, ar 120d) on the Duration ling
sbove the graph allows vou to change the number of days of dats shown on the graph, from 7 1o
1200 days,

Below the Daily Written graph, the following totals display for the current duration value;

Fre-Comp Written
Poat-Comp Written
Global-Comp Fector
Locsl-Comp Factor
Totel-Comp Factor

Monitoring MTree usage
Displey space usage and deta written trands for an MTrea,
Procaduns

Solect Data Management = MTres,

The M Tree view shows a list of configured MTrees, and when selected in the list, deteils of ths
MTres are shown in the Summany tab. The Space Usage end Dally Written tabs show grapha
that visually display spece usage amounts and data written trends for o sefected MTrea. The
view also contalns options that allow MTree configuration for CIFS, NFS, and DD Boost, as well
as sections for managing snapshots and DD Retention Lock for an MTree.

Tha kM Tree view has an MTree overview panel and three tabs which are described in detall in
these aactions.

®  About the MTree panel on page 207

= About the summany view on page 207

= Abcut the space usage view [MTrees) on page 212
= About the daiby written view (MTreoe) on page 212

Mote: Physical capacity measurement (PCM) provides space ugage information for
MTrees, For more information about PCM, see the section regarding undarstanding

physical capacity measuremeant.
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Understanding physical capacity measurement

Physical cepacity measurement (PCM) provides space usage information for 8 sub-set of storage
spece. From the DO System Manager, PCM provides space usage information for MTrees, but
from the command line interface you can view space usage information for MTress, tenants,
tenant units, and pathsets,

Once a path iz selected for PCM, all paths underneath it are sutomatically Included. Do not select a
chid path after its parent path is already selected. For example, If /data/coll/mireed s
sedected, do not select any subdirectories under mtree3,

The 00 OF Command Reference Guide pravides mare information about using PCM from the
comrrand ling

Enabling, disabling, and viewing physical capacity messurement
Fhysical capacity measuramant provides space usage information far an MTres,
Procedura
. Select Data Management = File System > Summary,
The system dsplays the Summary tab in the File System panal,
2, Cilick # in the bottom-right cormer to view the status panel.

3. Click Enable to the right of Physical Capacity Measuremant Status to enable PCR.

4. Chck Detaile to the right of Physical Capacity Measurement Status to view currenthy
runining PCM jobs,

= MTree: The MTree that PCM is measuring.

= Prierity: The pricrity (normal or urgant) for the task.

=  Submit Time: The time the tesk wes reguested.

* Duration: The length of time PCM ran to accomplish of the task.

5. Click Disable to the right of Physical Capacity Measurement Statue to dieabla PCM and
cancal sl currenthy running PCM jobs.

Initializing physical capacity measurement

Physical capacity measurement (PCM) initialization is a one-time action that can take place ondy if
PCM s enabled and the cache has not been initialized, It cleans the caches and enhancas
measuring speed, During the initialization process, you can still manage and run PCM jobs.

Precadura
. Select Data Management » File Systemn > Configuration.
Z. Click Initialize under Fhysical Capacity Measurament to the right of Cache.
3, Click Yes.

Managing physicsl capacity measurement schedules

Create, edit, delete, end view physical capacity maasurement schedules. This dialog only displays
schedules created for MTrees and schedules that currently heve no assignments.

Procadure
1. Select Dots Management > MTrae > Manage Schedules.

# Click Add (+) to create s schadule.
= Salect a schedule and click Madify [ pencil) to edit the sehedube.
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* Select & schedule and click Delete (X) 1o delete & schedule.

2. DOyptionally, click the heading names to sort by schedule: Name, Status (Enabled or
Disabied) Priority {Urgart or Narmal). Schadule (schadule timing), and MTree
Assignments (tha number of MTrees the schedule is assigned to).

Creating physical capacity measurement schedules
Creats physical capacity messurement schedules and assign them to MTrees.
Procedure

Select Data Managament > MTres = Manage Schedules.

Click Add (+) to create a schadule,

Enter the name of the schedula.

Select the status

5o

»  Normal Submits a measurement task to the processing gueue,
= Urgent: Submits a measurement task to the front of the processing gquewe,

B. Select how often the schedule triggers a messurement ccourrence: every Day, Week, ar
Marnith.

* For Day, select the tima,
s For Weelk, select the time end day of the weak.
= For Month, salect the time, and days during the manth.

6. Select MTree assignments for the scheduls (the MTrees that the scheduls will apply to):
7. Click Create,

g, Optionally, cliek on the heading names to sort by echedule: Mama, Status (Enabled or
Dizabled) Priority (Urgent or Mormal), Schedule (scheduls timing), and MTree
Assignments (the number of MTress the schaduls is sssigned to).

Editing physical capacity measuremant schadules
Edit & phwsical capecity messurement schedube,
Procedure
1. Sefect Data Management > MTree > Manage Schedules,
2. Seolect a schedule and click Madlfy (pencil).
3. Modify the echadule and click Sawve.

Schedule options are described in the Creating physical capacity messurement schedules
topic.

4. Optionally. click the heading memes to sort by scheduls: Name, Status (Enabled ar
Disabied) Priority {Urgant or Mormal), Schedule (schedule timing], and MTree
Assignments (the number of MTreas the schedule is assigned to).

Assigning physical capacity measurement schedules to an MTree
Attach schedulss to an MTree,

Before you begin
Phiyalcal capacity messurement (PCM) echadules must be created,
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Ahaout this task
{:f__}| Mote: Admimstrators can assign up to thres PCK schedules to an BMTree.

Procedurs
1. Select Data Management » MTree » Summary.
2. Belect MTrees to assign schedules to.

Serall down to the Physical Capacity Messurements ares and click Assign to the right o
Schadules.

4, Select schedules to sesign 1o the MTree and click Assign.

Starting physical capacity measurement immediately
Start the measurement process &3 soon as poaslble,
Procadiure
1. Select Data Management > MTree = Summary.

2. Seroll down to the Physical Capecity Measurements area and click Measure Mow to the
right of Submitted Meassrements,

5. Select Normal (Submits a measurement task to the processing queue), ar Urgent [Submits
&8 measurament task to the front of the processing queuds)

4. Chck Submit,

Setting the physical capacity measurement throttle
Set the percentage of system resources that are dedicated to physical capacity messurement.
Procedure
1. Select Data Management » File System > Sattings.

2. Inthe Physical Capacity Measurement srea, click Edit to the left of Throttie.
e

Option Description
Click Dafpult Entars the 20% system default.

Type throttle percent | The percentage of system resources that are dedicated to physical
capacity measurement.

4. Click Save.

Managing MTree operations

This section describes MTres creation, configuration, how to eneble and disable MTree quotas,
and 50 on.

Creating an MTree

An MTree is a loghcel partition of the file system. Use MTrees CIFS shares, DD Boost storage units,
0D VTL pools, or NFS exports.

About this task
MTrees are created in the area /date/coll/ miree_name,
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Procedurs
1. Select Data Managament = MTrae.
2. Inthe MTree overvissw area, click Create,

3. Enter tha name of the MTree in the MTree Name text box, MTres nemes can be up to 50
characters, The following charecters are acceptable:

s LUpper- and lower-case alphabetical characters: A-Z, a-2
s Mumbers: 0-9
= Embadded space
* comma (,)
= period {.), a5 long as it does not preceds the name,
= explanation mark (1)
* number sign (#)
= dadllar sign (%)
= per cent slgn (%)
= plus sign [+]
= atgign (@)
= oqual sign (=)
*  ampaersand (&)
= sami-colon (;)
= paranthasis [ (and)]
= gauare brackets ([and])
»  curly brackets ([and})
= caret (%)
= tilde {~]
» apostrophe (unslanted single quotation mark)
+ gingle slanted quotation mark (')
4, Set storage space restrictions for the MTree to prevent it from consuming excessive space.
Enter & 2oft ar hard limit guota setting. or both. With a soft limit, an alert is sent when the

I Tree size exceads the imit, but deta can atill be written to the MTres. Data cannot be
writtan to the MTree when the hard limit is reached,

(i) | Note: The quota limits are pre-compressed values.
To set quota limits for the MTree, select Set to Specific value and enter the value.
Sulect the unit of messurement; MiB, GiB, T8, or FiB.

{D Move: When setting both soft and hard limits, & guota®s soft limit cennot exceed the
guota’s hard lmit.

5. Click OK,
The new MTree displeya in the MTree tabds.

E' Mota: You may need to expand the width of the MTree Mame column to saa the entira
pathrarme,
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Configure and enable/disable MTree quotas

Sat the storage epace restriction for an MTree, Storage Unit, or DD VTL pal.

The Data Managemant > Guota page shows the administrator how many MTrees have no soft or
hard quotes set. For MTreas with quotas set, the page shows the percentage of pre-comprassed
sofft and hard imits used,

Consider the following information when managing guotas.

* MTree quotas apply to ingest operations. These quotas can be applied to DD VTL, DD Boost,
CIFS, and NFS,

#  Snapshots are not counted.
* Quotas cannot be set on the /dara/=o11/backor directory
*  The maximum guots value alowed |2 <096 PIE,

Configure MTree quotas
Use the MTree tab or the Guota tab to configure MTree quatas.
About this task
Procedura
1. Select ane of the following menu paths:
+  Select Dats Management > MTree.
* Sglect Data Managemant > Quata.
2. Seect only one MTree in the MTree tab, or one or more MTrees In the Guosts tab,
El| Note: Guotas cannot be set on the /dzta/coll /backus diectory.

3. In the MTree tab, click the Summary tab, and then click the Configure button in the Quota
Breg.

4, In the Quota teb, click the Configure Guota button,

Configuring MTree quotas
Enter values for hard and soft quotas and salect the unit of messurement.
Procedurs

1. In the Configure Quota for MTreas dialog box, enter values for hard and soft quotas and
select the unlt of measurement: MIB, GIB, TIE, aor PB.

2 Click OK

Deleting an MTree
Removes the MTree from the MTree tabla. The MTree data is deleted at the next cleaning.
About this task

(1) [Mote: Because the MTres and its associsted data are not removed until file cleaning Is run, you
canrdt craata a new MTree with the same name as a deleted MTres urtil the deleted MTres is
complately ramoved from tha fis system by tha cleaning operation.

Frocesure
1. Salect Data Management » MTres.
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2. Select an MTrea,

3. Inthe MTrae overview aroa, click Delete.

4, Click OK at the Warning dislog box,

§. Click Close inthe Delete MTres Status dialog box after viewing the progress.

Undeleting an MTree

Undetete retrieves a deleted MTree and its data and places it back in the MTree table.
About this task

&n undefete of an MTree retrieves a deleted MTree and t3 date and places It beck in the MTres
table,

An undedete I8 possible only if file cleaning has not been run after the MTree was marked for
dedetion.

G”Nutu: ¥ou can also use this procedure to undalete a storage unit.

Procedure
1. Solect Data Managomeont = MTree » More Tasks » Undelete,
2. Select the checkboxes of the MTrees you wish to bring back and click OK,
3, Click Close in the Undelete MTree Status dialog box after viewing the progress.
The recovared MTree displays in the MTres table.

Renaming an MTree

Uge the Data Management MTree GUI to rename MTrees.
Procedurs
1. Select Data Management > MTres.
Select an MTres in the MTree table.
Sealect the Summary tab,
I the Detailad Information everview area, click Rename,
Enter the rame of the MTree in the Mew MTree Mame text box

;| ok WM

Bee the section about creating an MTres for & list of allowed charactaers,

6. Click Ok,
Thae rerarmed MTree displeys in the MTree table,
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CHAPTER 7
Snapshots

This chapter Inchudes:
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Maonitoring snapshots and their BEhedules ... ... s e s s s an 222
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Snapshots overview

Thés chapter describes how to use the enapshot feature with MTrees.

A enapshot saves a read-only copy (called a snapshof) of a designated MTree at a specific time.
You can use 8 snapshot B8 A restore point, and you can manage MTree snapshats and schedules
and displey information about the status of existing snapshats,

(1) |Note: Snapshots created on the source protection systam are replicated to the destination
with collection and MTree replication. It iz not pessible to create snapshots on a system that ig
& replica for callaction replication, It is also not poseible to create @ snapshot on the destination
MTree of MTree replication, Directory replication doos not raplicate the snapshots, and It
reguires you to create snapshots separataly on the destingtion system.

Snapshots for the MTree named cackup are creeted in the system directory /dasa/call/

backup/ . snapshot. Each directory under /data/coll/backun slsohesa . snapshot

directory with the name of each snapshot that includes the directory. Each MTree has the seme

type of structure, so an MTree named SantaClara would have 3 system directory /dara/coll/

SantaClara/. snapshot, and each subdirectory in /data/coll/8antacl ara would have

8 .snapshot directory as wel,

(1) |Note: Tha . snapahot directory is not visibbe if only /data B mounted, When the MTroe itsalf
is mounted, the snepshat directory |5 visible.

An expired snapshot remains available until the next fle system cleaning operation.

The maximum number of anapshots allowed per MTree is 750. Warnings are sent when the numbes
of enapehots per MTree reschea B0% of the meaximum allowed number (from 675 1o 749
snagshots), and an alert is generated when the maimum number is reached. To clear the warning,
axpire snapshots and then run the file system cleaning cperation.

{1} | Mote: Ta identify an MTree that is nearing the maximum number of srapshots, check the
Snepshots panel of the MTree page regarding viewing MTree snapshot information,

Snapshot retantion for an MTree does not take any extra epace, but If a enapehet axists and the
eriginal file is no longer there, the space cannot be reclaimed,

-I:I] Mote: Snapshots and CIFS Protocol: As of 0D OS5 5.0, the | snanshot directory i no longer
visible in the directory listing In Windows Explorer or DOS CMD shell, You can access

the . snapshot directory by entering its name in the Windows Explorer address bar or the
DOS CMD shell. For esample, %\ dd\backup) . snapshot 0F 2: % . snapshot when Z: ks
mapped a8 '\ dd\backup),

Monitoring snapshots and their schedules

This section provides detailed and summary information sbout the status of enapshots and
snapshot schadules,

About the snapshots view

13

The topics in this section describe the Snapshot view.
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Snapehots

Snapshots overview pangl

Snapshots view

Schedules view

Wiew the total number of snapshots, the nember of expired smapshots, unexpired snapshots, and
the time of the next cleaning.

Select Data Management > Snapshots.

Table 103 Snapshot overview panol infarmation

Fiadd Description

Total Snapshots (Across  The totel number of snapehcts, sclive and expired, on oll MTrees
a0 MTreea) i the systam,

Expirad The number of snapshots that hove been marked for detation, but
hawa not been rameved with the cleaning operstion as yet.
Urmspired The nurnber of snapahots that ere marked Tor keapirg.

Naxt T system claan The date the nest scheduled file system cleaning oparation will be
scihsiuled performed.

View snapshet infarmation by name, by MTree, creation time, whether it is sctive, and when it
papires,
The Snapshots tab displays o list of snapshots and lists the followlng Informaticn.

Table 104 Snapehat infoematon

Fhlel Daseriptlon
Splected Mires & drop-dioven list that selects the MT e tha snapshot oparates on.
Filtar By kmms 1o shanch for in the lia of srapehots thet displey. Optarns

are:
«  Mame—HMame of the enagshot (wildcards are accepted),
*  Year=DOrop-down list to select the year.

i The name of the snapshat imags.

Craation Timo The date the srEapeio! was created.

Expiras On The date the snapshot expiras.

Status The status of the snapshat, which can be Exgired or blank if the
snapshot is active.

Wiew the days enapshots will be taken, the times, the time they will be retained. and the raming
comvention.

Tabla 106 Snapshot scheduls information

Fhele Description

MName The pame of the snapshot schadisde,
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Table 105 Snapshot schaduls information {oantineed)

Fheld Description

Lays The days the srapshots will be taken.

Times The tima of day the snapehots will Ba taked
Retention Period The amaount of time the snapshot will be retained,

Enapshot Mame Pattern A string of charsctars and varisbles that translate into & snapshot
name (fof exampla, scheduled=1¥=0m=1d-1 H-&M, which
translatas to *schedulad - 2000-04-12-77-337).

1. Salect 8 schedule in the Schedules tab. The Detalled Information area appears listing the
MTreas that shere the same echedule with the selected MTree.

2. Click the Add/Remove button to add or remove MTrees fram schadule list,

Managing snapshots
This section describes how to manage snapshots.

Creating a snapshot
Create & gnapshot when an unscheduled snapshot is required.
Abaout this task
Procedure
Select Data Management = Snapshots to open the Srapshots view,
Inthe Snapshots view, click Creste.
Inthe Name text fleld enter the name of the snapshot.

In the MTree(s) area, select & chackbox of one or more MTrees inthe Avalable MTreas
penel and click Add.

5. Inthe Expirstion ares, select one of these expiration options;

Rl B s

B
b

&, Mever Expira.

b. Enter a number for the In text fleld, and select Deys, Weeks, Month, or Years from the
drop-down list. The snapshot will be retained untill the same time of day as when it s
creatac.

c. Enter & date [using the formatmm-da ) in the On text field, or click Calendar and
click a date, The snapshot will be retained untll midright (00:00, the first minute of the
day) of the given date.

6. Click OK and Cloge.

Medifying a snapshot expiration date
Modify snapshot expiration dates to remove them or extent their life for suditing or compliance
Procedura

1. Select Data ManagementSnapshots to open the Snapshots view,
2. Click the chackbox of the anapshot entry in the lizt and click Medify Expiration Date.
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{1}| Mote: More than one snapshot can be selected by clicking additional checkbowes.

3. Intha Expiration area. select one of the following for the expiration date:

a. Maver Expire.

b In tha In taxt field, erter @ numbes and Select ﬂl!.'l, YWoeeks, Month, or Years from thi
drop-down list. Tha anapshot will ba retained untll the same time of dey 858 when itis
creaved.

. In the On text fiald, enter & date (using the farmat mmcsa<w) or click Calendar and
chck a date. The snapshot will be retained until midnight (0000, the first minute of the
day} of the given date.

4, Click OK,

Renaming a snapshot
Uze the Snapshot tab to renarme & snapahot.
Procedure
1. Belect Date Management » Snapehots to open the Snapehots view.
2. Salect the checkbox of the snapshot entry in the list and click Rename.
3. Inthe Marme text field, enter 8 new name,
4. Click OK,

Expiring a snapshot

Snapshots cannot be deleted, To release disk space, expire snapshots and they will be deleted in
Live Meirx Charing Cycle atter the expiry Gete.,

Procedure
1. Select Data Management > Snapshots to open the Snapshots view.
2. Click the checkbox next to snapshot entry in the list and click Expire.

[Ej Neota: More than ore snapshat can be selacted by selecting additional checkbomas,
The snapahot I8 marked as Expired Intha Status column and will be deletad at the naxt
claaning oparation,

Managing snapshot schedules
Set up and menege a saries of anapshots that will be sutomatically taken at regular intervals (a
smapshot schedule).
hultiple snapshet schedules can be sctive at the same tme,

(Ij Pdote: I muitiple snapshots with the seme name are scheduled 1o oogur at the seme Time, only
one (s retalmed, Which one s retained ks indatermingte, thus only one of tha snapshots with
that name showd be scheduled for a givean tme.
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Creating a snapshot schedule

Create 8 weekly or monthly snapshot schedule using the Data Managemant GUI.
Procedure

Select Data Managment > Snapshots » Schedules to open the Schadules view.
iCick Create.

Inthe Mame text flald, enter the nomae of the schedule.

In the Snapshot Name Pattern text box, enter a name pattern.

Enter a string of characters and variables that translates to @ snapshot name ( for example,
sehadulead=-4¥-4m=-4d-¥H-4m, translates to "scheduled-2012-04-12-17-33"). Use alphabetic
eharacters, numbers, _. -, and verlables that translate into current velues.

E

6. Click Validate Pattern & Update Sample.
B. Chck Mext,
7. Belact the date whan the schadube will be executed:
8. Weekly—Click checkboxes next 1o the doys of the week or select Every Day,

b. Monthly—Cliek the Salectad Days option end click the dates on tha ealendar, or salect
the Last Day of the Month aption,

¢ Cheh Maxt.
B, Select the time of day when the schedule will be mecuted:

8. At Specific Times—Click Add and in thie Time disleg that appears, enter the tima in the
Tormat f'rier, and click OK,

b. in Intervals—Clck the drop-down srrows to select the start and end time Afrmm end AM
of PM. Chiek the Interval drop-down arrows to select & number and then the hours or
minutes of the interval.

. Click Next.

8. Inthe Retantion Pericd text entry fizld, enter a number ard click the drep-down arraw to
eelect days, manths, or vears, and click Mext.

Schedulas must explicltly apecify a retention time,

10. Review the parameters in the schedule summary and click Finish to complete the schedule
or Back to change any entries.

1. i an MTres iz not essocisted with the schedule, a warring dialog box asks i you would like
to add an MTree to the schadule. Click OK to contirue (or Cancel 1o exit).

12. To assign an WTrea to the scheduls, inthe MTres eras, click the checkbox of one or more
MTrees in the Avallable MTrees panel, then click Add and OK.

Naming conventions for snapshots created by a schedule

=8

The naming comvention for scheduled snapshots is the word scheduled followed by the date when
the snapshot 15 1o oecur, in the farmat schedul ed=pr-mim-ad-ff=-mm, For axample,
scneduled=2009=04=27=13=30.

The mame “mon_thurs® is the name of 8 snapshot schedule, Snapshots ganerated by that schedule
might have the names schrduled—-2000-01-24-20-00, scheduled-2008-03-2 5-20-00,
et

Dall EMC DD 05 Administration Gulda



Snapshots

Modifying a snapshot schedule
Change the snapshot schedule neme, date, end retenticn period,
Procedure
1. Inthe schadula list, salect the schedula and click Medify.
2. Inthe Name text field, enter the nama of the schedule and ciick Next
Uza alphanumer: characters, and the _ and -

%, Belect the date when the schedule is to be axecuted:
a. Weakly—Click checkiboxes naxt to tha days of the wealk or select Every Day,

b. Monthiy—Click the Selscted Days option and chck tha detes on the calender. or zelect
the Last Day of the Month option.

c. Click MNext.
4. Selact the time of day when the schedule is 1o be axecuted:

0. At Specific Times—Click the checkbox of the scheduled time in the Times list and click
Edit, In the Times dialog that appears, enter a new time in the format AR, and click
OK. Or alick Delate to remove the scheduled time.

b. In Intervais—=Click the drop-down arrows to select the start and end time Ahommand AM
or PM, Click the Intervel drog-down arrows to select & number and then the hours or
minutes of the interal.

c. Click MNext.

5. |nthe Retention Period tea entny field, enter a numier and click the drop-down arrow to
gelect deys, months, or years, and click Next,

5. Faview tha parameters n the schedule summary and chck Finish to complete the schadule
or Back to change ary entries,

Deleting a snapshot schedule

Deletes a srapshot schedule from the sthadula st

Procedure
1. Inthe schedule list, click the checkbox to select the schedule and click Delete.
2. Inthe verification dialog box, click OK and then Close.

Recover data from a snapshot

Use the fastcopy operation 1o retrieve data stored In 8 snapehot. See the section regarding fast
Copy operetions.
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CHAPTER 8
CIFS
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CIFS overview

Cammen internat File System (CIFS) clients can have access to the system directories on the
protaction systam.

* The /data/coll/backun directory is the destination directory for compressed backup
server data,

* The /ddvar/oore directory containg system core and log files (remeove old logs and core fikes
to fres space (n thie areal,
()| Mote: You can also delete core files from the /cdvar or the /cdvar/ext directory if it
EHISLS,

Clients, such as backup servers that perform backup and restore operations need access to the /
data/ooll/backup directory, at a minimum. Clients that heve admiristrative access need to be
able to access the /divar /core directory to retrigve core and log files.

Ag part of the initial protection system configuration, CIFS clients were configured to access these
directories. This chapter describes how to modify these settings and how to manage 4a%8 acCess
using the DD System Manager and the c 275 command.

{0 | Note:

* The DD Systen Manager Protocols » CIFS page allows you to perfarm majar CIFS
operations such as enabling and disebling CIFS, setting authentication, managing shares,
and wiewing configuration and share information,

* The clr= command containg all the options to manage CIFS backup and restores between
Windows elients and protection systems, and to display CIFS statistics and status. For
complete infarmation about the . £ = command, see the 00 OF Commang Reference Guids,

*  For informetion sbout setting up clients to use the pratection system as a server, see the
related tuning guide, such as the CIFS Tuning Guide, which is avellabe from the
BUpport.emc.com web site. Search for the complete neme of the document uting tha
Search field,

Performing CIFS setup

Thie section contains instructions about enabling CIFS services, naming the CIFS server, and =o
on.

HA systems and CIFS

H& systems are compatible with CIFS; however, It 8 CIFS job is in progress during a fallaver, the
jobr will need to be restarted.

"fddvar is an ext3 file system, and cannot be sharad e a normal MTree-based share. The
infarmation in Addver will become stale when the acthe node falls over to the standby node
because the filehandles are different on the two nodes. If /ddver is mounted 1o access log files or
upgrade the system, unmount and remount Addvar if 8 fellover has oocurred since the last time /
ddvar was mounted."”
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Preparing clients for access to protection systems

Find documentation online.
Procadurs
1. Log into the Onine Support (SUppart.emc.com) web site.
2. Inthe Search Tield, anter the neme of the document that you are looking for.
3. Select the appropriate documeant, such ga the CUES ang Dete Domain Spatems Tech Mots,
4, Follow the instructions in the document.

Enabling CIFS services

Enable the client to access the systemn using the CIFS protocol,
About this task

Attar configuring a client for access to protection systems, enable CIFS services, which allows the
client to access the system using the CIFS protocol.

Proceduns
1. For the system selected In the DD System Manager Mavigation tree, click Protocols = CIFS.
2, Imthe CIFS Status area, click Enable.

Naming the CIFS server
The hostname for the protection system that serves as the CIFS server s sat during the system’s
Imitiad configuration,

Tochange a CIFS server name, se¢¢ the procedures in the section regarding satting authentication
parameters.

& gyatemn's hoatname should match the name assigned o its IP address, or addrassas, in the DNS
tabbe, Otherwise suthentication, ag wel as attampts 10 jain a domain, can fail. I you need 1o
change the systemn’s hostname, use the net ==t hosiname CHMMand, and also Moty the
gystem s entry In the NS tabla.

When the system acts as a GIFS server, it takes the hostname of the system, For compatibity
purpcses, It also creates a NetBIOS name. The NetBIOS neme is the first component of the
hostname in gl uppercase letters. For example, the hostname pd.casis.local s truncated to
the NatBIOS name 1F3. The CIFS server responds to both nemes.

¥ou can have the CIFS server respond to different names at the NetBIOS levels by changing the
MNetBIOE hostname,

Changing the NetBIOS hostname
Change the MatBIOS hostmame with the CLI
Procadurs
1. Display the currant MNatBIOS name by entarng:

# cife show config
2. Usethe

ifs mmt nb=hosiname ab-hostname

command,
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Setting authentication parameters

Set the authentication parametars for warking with CIFS.

Click the Configure link in to the left of the Authentication label in the Configuration tab. The
gystem will navigate to the Administration = Access > Authentication tab whers vou can
configure suthentication for Active Directory, Kerberos, Workgroups, and NIS,

Setting CIFS aptions

View CIFS configuration, restrict anonymous connections.
Procedure

1.
2.

Select Protocols - CIFS » Configuration.
In the Optiona &érea, click Configure Options.

To restrict anonymous sonnactions, click the checkbox af the Enable option in the Reatrict
Anonymous Connactions arsa,

Inthe Log Level area, click the drop-down list to selact the level number,

The ievel is an integer from 1 (one) to § (five). One is tha default system level that sands the
least-detaled level of CIFS-related log messages, five results in the most detail. Lag
messages are stored in the file /ddvar/log/debug/ci fe/cife, loag.

{1} [Mote: A log level of § degrades eystem parformanca. Click the Default In the Log Level
area after debugging an issue. This seta the level back to 1,

Inthe Sarver Slgning area, select;

* Enabled to enable server signing

* Dizabled to disable sorver signing

* Required when server signing is required

Disabling CIFS services

Fravaent cilents from accessing the protection system.
Procedure

1.

Select Protocols = CIFS.

2. Inthe Status area, click Disable.

Chck DK

Even after disabling CIFS access, CIFS authentication sarvices continue to run on the
system. This continuation is required to suthenticate active directory domaln users for
management sCoess,

Working with shares

To share dats, craate shares on the protection system.
Shares are administered on the protection system amd the CIFS systems.
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Creating shares

When creating shares, you have to assign client access to each directory separately and remove

access from each directory separately. For exemple, a client can be removed from /ddvar and

atill hewe access to fdata/coll /backup

About this task

A protection system supports @ maximum numbar of 3000 CIFS shares,! and 600 simultanecus

connactions e allowsd. Howevar, the raximum number of connections that are supported is

based on system memory. See the section regarding setting the maximum open files on a

conmaction for more Information,

@ Mote: If Replication is to be implemnented, 8 system can receive beckups from both CIFS clients
and NFS clients as long as separate directories are used for each. Do not mix CIFS and NFS
data In the same directory,

Do not use the top lavel of an MTrree to host a CIFS share. Create a subdirectory within the
MTrae, and specify that subdirectory as the path for the CIFS share,

Procedure
1. Select Protocols » CIFS taba to go to the CIFS view.

2, Ensure that suthentication has baen configured, &5 describad in the saction regarding
satting authentication parameters.

3, On the CIFS chent, sat shared directory permissions ar security options.
4, On the CIFS view, click the Shares tab,

5. Cick Create.

&. Intha Creste Sharss dialog box, anter the following infarmation:

Table 106 Shares dislog box [nformaton

Iem Description
Shkare Mafmo A descriptiea namo for the chare.
Diractory Path The path tothe target drectory (for esample, /data/coll)

nackupfdirik
Mote: coll uses tha lowar case latter L followed by 1he
niambsar 1.

Comment A descriptive comment about the share,

E' Hote: The share name can be a maximum of 80 characters and cannot contain the
following charactars: % /1 * ? "< | +[ ], = or extended ASCIl charactars

7. Adda client by clicking Add (+) in the Clients erea. The Clent dialog box is displayed. Ertar
tha name of the cliant in the Client text box and click Ok,

Consider the following when antaring the client name.
# Mo blanks or tabse [white space) characters are enabled.

+ It is not recommended to use both an asterisk (=) and individual client name or 1P
address for & given share, When an asterisk (*) ks present, any other client entries for
that share are not used,

1. May bo afiecied by hardwane Amitstoss.
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CL| eguivalent

M

* It s not required to use bath client name and client IP address for the same client on a
glven share, Use client names when the client names are defined in the DNS table.

* Tomake share svailable to all clients, specify an asterisk (=) as the client. All users in the
client list can access the share, unless one or more user nemes are specified, in which
cage only the listed names can access the share.

Repeat this step for each client that you nead to configure.

B. Inthe Mex Connections area, select the text box end enter the masimum number of
connections to the share that are enabled at one time. The default value of zero (also
settable threugh the Unlimited button) enfosces no limit on the number of connactions.

8. Click OK.

The nawly created share is displayed at the end of the list of shares, which ere loceted in the
center of the Shares panel.
Procedure

1. Runthe cifs scatus command to verity ther CIFS is enabled,

2. Runthe filesys =tatus command to verify that file system is enabled.

5. Runthe hostname command to determing the system hostramea.

4. Create the CIFS share,
clfs share create <szhare> path <path> [max—-connections <max
connectiomes cliente <clients> | Psers <ysers®* | comment
TOOMmEnt >
f cifs share create backup path SBaskup

5. Grant client access to the shara.

Cifs share modify <sharer (max=cennecticns <max conmections> |
cliepcy =clieabs> | broewsing [erabled dizabled] | writeable
{enabled dlzabled] USeIs Suserss | COmmENL <SommSntxp

f oifs share modify backop clients

“srveid . yourdomain, com, acvweld, 10,34, 160,116

B, Optionally make the share visible
cifs share <share> brewsing enablad
i cifs share backop browsing snabled

7. Optiorally make the share writeable.
clfs share <sharer Wwriteable enabled
7 cifa share bBackap writsable enabled

8. From the Windows systam, select Start = Run, and type the hostname and directory of the
iCIFS share,

Vi« hbhostnames , cO0domain. coms' <sharanama
9. I thers are problems conneacting to the CIFS share, runthe o2 fs share show command

to verify the stetus of the share,

Thewsming WARNTHE: The share path doss not exiac! is displayed if the share
dioss not axist or was misspelled on creation,
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Maodifying a share

CIFS

¢ gifs shara show
==mmwmmem=es=— ghare baoiup —-—m=-o—

anakled: yes
patht fbackup

if the CIFS share is still not accessible, verify that ail ciient information is in the access list,
ard all network connactions are functional,

Changs share information and connections,
Procadurs

E N

6.

Sewect Protocols » CIFS > Shares to nevigate to the CIFS view, Shares tab.
CHek thie checkbox next the ehare that you wish to modidy in the Share Mame list,

Click Modify,
Modify share information:
6. To change the comment, enter naw text in the Comment text fiekd.

b. To modify a User or Growp names, in the User/Group list, click the checkbox of the user
orgroup end click Edit (pencil icon) or Dedate (X). To add a user or group, ciick (+), and
in the User/Group dialog box select the Type for User or Group, and enter the user or
Group nama.

. To modify a client name, in the Client list click the checkbox of the client and click Edit
{pencil icon) or Delete (X). To add a client, click the Add [+) end add the name in the
Chent dialeg bax.

(1} | Mote: To make the share avadable to afl cients. specify an asterisk (*) as the client.
All users in the client list cen access the share, unless one or Mare Usear names are
specified, in which case only the listed names can acoess the share,

d. Click OK,

Iri the hax Connections aree, In the text box, chenge the masimum number of connections
to the shere that are allowed at one time. Or select Unlimited to enforce no limit an the

mumber of connections,
Click OK,

Creating a share from an existing share
Create 8 share from an existing share and modify the new share if necessary.

Abaut this task
E]jr'luu: Liser permissions from the existing share are carried over to the new share.

Procedure

1
2,
. Maodity the share informetion, g8 described in the section about modifying a share.

3

In the CIFS Sharea teb. chock the checkbox for the share you wish to use as the source.
Click Create From.
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Disabling a share

Disable one or more existing shares.

Procaduns
1. Inthe Shares tab, click the checkbox of the share you wish to dissble in the Share MName list.
2, Click Disable.
3. Click Close.

Enabling a share

Enable one or more exigting shares.
Procedure

1. Inthe Shares tab, click the checkbox of the shares you wish to enable in the Shere Neme
list.

. Click Enable.
5. Click Ciosa,

Deleting a share

Dalete one or more existing shares.
Procadure

1. Inthe Sheres tab, click the checkbox of the shares you wish to delete in the Share Mame
list.

2. Clck Delete.
The Warning dislog box appears.

J. Click QK.
The shares ara remowved,

Performing MMC administration
Use the Microsoft Management Consale (MMC) for sdministration.
DD OS supports these MMC features:

* EShare managemant, axcept for browsing when adding & ehare, or the changing of the offiine
settings default, which is a manusl procedurs,

s SESsion mansgement,
¢ Dpen file management, except for deleting files.

Connecting to a protection system from a CIFS client
Uge CIFS 1o connect o 8 protection system and create a read-only backup subfolder,
Procedurs

1. On the system CIFS page, verify that CIFS Status shows that CIFS |2 enabled and running.

2. Inthe Contral Panel, cpen Administrative Tools and select Computer Manesgement.

3. In the Computer Manegement dielog box, right-click Computer Managemant (Local) and
salect Connect to another computer from the manu,
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4, Inthe Select Computer dialog box, select Another computer and enter the name ar IP
address for the protection system.

CiFg

5. Creste s \backuop subfolder s read-only. For mors information, sae the section on craating

o /data/collBackup subfolder as read-only.

Creating a \data‘\coll\backup subfolder as read-only

Enter & path, shari neme, and select permisaiona.
Procadura

1, Right-cick Shares in the Shared Folders directory.
2. Sglect New File Share from the menu.

The Create a Shared Folder wizard opers. The computer name should boe the ramae or IP

address of the protection systam,

3. Enrtar tha path far the Folder 1o share, for example, ertar O dat e ool Dibackup

\haWshare,

4, Enter the Shere name, for example, enter newshace. Chck Maxt,

. For the Share Folder Permissions, salected Administratars have full access, Other usars

heve read-only access. Click Next.

B, The Completing dislog box shows that you have successfully shared the folder with all

Micresofe Windows clierts In the network. Click Finigh.
The newly created shared folder |s isted n the Computer Managemant diaiog box,

Displaying CIFS information

Dizplay information about shared folders, sessionz, and open files.
Procedure

1. Inthe Contral Panel, open Administrative Tools and select Computer Management.

directong.
Information about shered folders, sessions, and open files is shown In the right panel,

Configuring SMB signing

Omna DD O8 version that supports it, you can configure the SMB sigring feature using the CIFS

option called server signing.
This featurs is disabled by default because it degredes performance. When enaobled, SME signing

can ceuse 8 29 percent (reads) to 50 percent {writes) throughput perfarmancs drop, aithough

2, Zelect one of the Shared Folders (Shares, Sessions, or Open Files) in the Syetom Tools

individual system performance will vary. There are three possible valuee for SMB signing: dizabled,
auto end mandatory:

When SMB eigning is set to disabled, SMB signing iz disabled, this is the default.

Whan SMB signing is set to requred, 3MB signing Is required, end both computers in the SMB

connection must have SWMEB signing enabled,

SM B Signing CLI Commands

pifs option set “"sarver=signing® oequired
Sets server signing to required,

cifs option reset "seIver-signing®
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Resets server signing to the default (disabled).

As a best practice, whenever you change the SMB signing options, dizable and then enable
(restart) CIFS service using the following CLI commands:

cife disakle
cifs mnabie

The DO System Manager interface displays whether the SMB signing option is disabled or set to
auto or mandatory. To view this setting in the interface, navigate to: Protocols = CIFS »
Configuration tab. In the Options area, the valus for the SMB signing option will be disabled. auto
or mandatory reflecting the value set using the CLI commands.

Managing access control

Access shared from a Windows cilent, prenide administrathve access, and allow access from
trusted domaln users.

Accessing shares from a Windows client

Use the command line to map & share

Procadurs
* From the Windows client use this DOS command:
net use drive: backup-location

Far axample, enter:

# \WFPO2\backup /USER:PPO2\hackupi?

This command maps the backup share from PowerProtect system FPO2 to drive H on
the Windows system and gives the user named backup2? access to the '\ FF =y
“backup dingctory.

0D OF supports the SMB Chenge Notify functionality. This improves CIFS
perfarmance on the Windows client by ellowing the CIFS sarver to autometically natify
the Windowa client about changes on the CIFS share, and eliminate the need for the
elient to pol the protection systern to look for changes to the share,

Providing domain users administrative access

Pk

Use thiz command line to add CIFS and include the domain name In the ssh instruction,
Procedurs
= Enter: adsinsccsss sathentication add gifa

The SSH, Telnet, or FTP command that accesses the protection system must include, in
double quotation marks, the domain name, & backslash, and the user name. For example:

C:> peh "donainZ\djones" §dd22
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Allowing administrative access to a protection system for domain users

Use the command lne to map 8 0D aystemn default group number, and then enable CIFS
administretive access,

Procadure
1. To map & protection system defeult group number to a Windows group name that ditfers

from the default group name, usa the

elfs optlon set "dd admin group2® ["windows grp-name"

cormmant.

Thao Windows group name ie 8 group (based on one of the user roles—admin, user, or back-

up operator] thet existe on s Windows domain controfier, and you can have up ta 50 groups
{dd admin grougl to dd admin group50).

Mote: For a8 description of DD 05 user roles and Windows groups, 528 the saction about
m ird he
meneging protection systems,

Enabde CIFS administrative access by antaring:
adninaccess suthenticeation add ¢ifs

*  The default system group dd admin groupl is mapped to the Windows group Domain
Admins.

« You can map the default eystern group dd edmin groupZ to a Windows group namad Data
Damain that yeu croate on a Windows domain controfler.

= Access is available through S5H, Telnat, FTF, HTTF, and HTTFS,

* After setting up administrative access to the protection system from the Windows group
Data Donain, you rmust enable CIFS sdministrative accees using the sdnlnaceess
command.

Restricting administrative access from Windows

File access

Use the command ling to prohibit sccess to users without a DD eccount.
Procedure
Enter: sdninsccass suthantication dal oifs

This command prohibits Windows users sccass to the protection system if they do not have an
account an the system.

This sections containg information about ACLs, setting DACL and SACL permissions using
Windows Explorer, and o on,

MNT access control lists

Access control lists (ACLs) are enabled by default on the protection system,

S SAUTION Dell EMC recommends that you do nat disable NTFS ACLs once they have been
enablbed, Contect Dell EMC Support prior to disalling WTFS ACLs.
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Default ACL Permissions

The default permissions, which are assigned to new objects creatad thraugh the CIFS protocol
when ACLs are enabled, depend on the status of the parent directory. There are three differant
possibilities:

* The parent directery has no ACL because |t was crested through NF3 protocol

= The parent directory has an inheritable ACL, either because it was created through the CIFS
pratocol or because ACL had been explicitly set. The inherited ACL is set an new objects.

* The parant directory has an ACL. but it le not inheritable, The permissions are aa follows:

Tabde 107 Permizsions

Typa Mama Permilasian Apply To
Allow EYETEM Ful control This folder anly
Al CREATOR OWHMER  Fudl contrpd This Falder only

(i) |Note: CREATOR OWNER is replaced by the usar creating the file/folder for nermal users and
by Administrators for administrative users.

Permigsions for a New Object when the Parent Directory Has No ACL
The penmissions are as follows:

»  BUILTINVAdministrators:{ Q1) CI)F

= NT AUTHORITOSYSTEM:{OICIF

=  CREATOR OWMER: (DO(CHIOWF

s BUILTINSUsers:(OI}CIR

*  BUILTINMUsers:(Cl)(special access:)FILE_APPEND_DATA

= BLUILTINUsers:(CI){IO) (epecial access:)FILE_WRITE_DATA

*  Everyone:(QN({CHR

These permissions are described in more detail as follows:

Tatle 108 Permissions Detail
Type Name Permission Apply To
Ml Adminigtrators Full contral This foldar, subfolders, and
Tileg
Allored SYSTEM Full contral Thes folder. subfciders, and
files:
Allzw CREATCH OWHKER Full cantral Subfelders and fBas only
Allow Lisers Riad & sxscite This folder, subfolders, and
Tikag
Al Ugers Create subfoldars Thia foddar and subfolders
anky
Al Lisers Creats files Subfalders only
Al Evanyone Read & axacuts Thia falder, subfolders, and

files
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Setting ACL Permissions and Security

Windows-basad backup and restore tools such as NetBackup can be usad to back up DACL- and
Eﬁﬂbpm"litﬂd Tibes 1o, and restora them from, the probectson system,

Granular and Complex Parmissions (DACL)

You can set granular end complex permissions (DACL) on eny file or folder object within the file
system, either through using Windows commands such a8 caclz, xcacla, ¥copy and scopy, or
thraugh the CIFS paotocol using the Windows Explorar GUI,

Audit ACL (SACL)

You can set sudit ACL (SACL) on any object in the fila systam, eithar throwgh commands or
thraugh the CIFS protocaol using the Windows Explorer GLI,

Setting DACL permissions using the Windows Explorer
Lige Explorer properties settings to salect DACL permissions.

Procedure

1

2.

Right-click the file or foldar and select Propertiss.
Im the Properties diglog box, click the Securty tab.

Select the group or wser name, such a5 Administrators, from the list. The permissions
appear, in this case for Administrators, Full Contral,

Chek the Advanced button, which enables you to aet apeclal parmiazions,
In tha Advanced Security Settings for ACL dialog box, click the Parmissions tab,
Selact the parmission entry in the list,

T. To wview more imformetion sbout & panmission entry, sslact the entry and click Edit,

Select the Inherit from parent option to have the parmissions of parent entries inherited by
their child objects, and dlick OK.

Setting SACL permissions using the Windows Explorer
Use Explorer properties settings to select SACL permissions.
Procedure

1

L O L

Right-click the file or folder and select Properties from the menu,

In the Praperties dislog box, click the Security tab,

Select the group or wzer name, sech a3 Administrators, from the list. which displays its
permiszions, in this case, Full Cantrol,

Click the Adwanced button, which enables you to sst special permissions,

In tha Advanced Security Settings for ACL dialog box, click the Auditing tab.

Seleat the auditing entry in tha list.

To wiew more information bout special auditing entries, select the entry and click Edit.

Salect tha Inherit from parent option to have the parmissions of parent antries inherited by
thair child obiects, and click OK.

Viewing or changing the current owner sacurity |D (owner 51D}
Lise the Advanced Security Settings for ACL dialog box.
Procedure
1. Inthe Advanced Security Settings for ACL dialog box, click the Owner tab,
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2. Tochange the owner, select a name from the Change owner list, and click DK,

Controlling ID account mapping

The CIFS option idmap-type controls ID account mapping bahaviar,

This option has two velues: rid (the default) and none. Whan the option ig set to rid, the ID-to-id
mapping is parformed internally. Whan the option (s set to none, all CIFS usars are mapped to a

local UNIX user named “cifsuser™ betonging to the local UNIX group users.

Consider the following information while managing this option.

* GIFS muet be disabled to set this optlon. If CIFS is running. disable CIFS services.
* The idmap-type can be set to none only when ACL support s enabled,

* Whanaver the idmap type iz changed, a file system metadata conversian might be required for
correct file access. Without any conversion, the user might not be able to sccees the data, To

convert the metadsta, consult your contracted support provider,

Monitoring CIFS operation

Monitoring CIFS Operation topice.

Displaying CIFS status

Wiew and enable/disable CIFS status.

Procedurs

1. Intha DD System Manager, select Protocols = CIFS.

* Status is either ensbled and running, or disabled but CIFS authentication ks running,
To enabla CIFS, sea the section regarding enabling CIFS services. To disable CIFS, see

the section ragarding disabling CIFS sarvices.
* Connections lists the tally of open connections and open files,

Taible 108 Connections Detadls information

ltem

Description

Cipen Canmections
Cannection Limit
Cipan Flles

Mo Opan Fites

Opan CIFS connactions
bdei e allowed conmections
Curranit open filag

besimim rumbes of opan files

2. Click Connection Detalls to see more conmection information,

Tabla M0 Connections Detads information

ftam

Description

Sassions

Computar

Lisar

Agtive CIFS sesslona

IP paidrass or computer neme connected with DDA for the
SEESN

Liges operating the computer cornecied with the DOR
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Tabla 110 Conrections Details informetion (contineed)

Daecription

Openy Files
Cannection Tirms
Usar

hoda

Lschs

Murriner af apen Tdes for each seasion
Connectign langth in minubes

Domain name of compuiar

File parmizzians

Mumber of locks on the file

Fila lncation

Display CIFS configuration

This section displays CIFS Configuration,

Authentication configuration

The nformation in the Authentication panel changes, depending on the type of authentication that

Iz configured.

Click the Configure link in to the left of the Authenticstion lebel in the Configuration tab. The
systam will navigate to the Administration > Access » Authentication page where you can
configure authentication for Active Directory, Kerbergs, Workgroups, and NIS.

Active directory configuraticn

Table 111 Active directory configuraticn informaticn

Itam Description

Koda The Activa Directary mocde displays,

Feapim The configured realm disploys,

DONE The status of the DONS Server displays: sither enabled or

Darmain Controllarg

Organizational Urit
CIFS Servar Nams

WING Sarvar Namas
Short Domakn MNema

dizabied.

Thie rama of the configurad domain controllors display or a ® if
adl controllers ara permitted,

The pame of the configured organizetional units displays.
The name of the canfigurad CIFS server displays,

Thie name of the configured WINS server displays.

The short domain name désplanys.

Workgroup configuration

Tabda 112 Werkgroup cordiguration authenthcation information

term Deseription
Mo The Workgroup moda displays,
‘Warlogroup Name Tha configured warkgroup name dsplays.
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Tabla 112 Werkgroup configuration authentication information (continued)

Item Deseriptian
DOME The status of the DONS Server displays; either enabled or
disabled.
CIFS Server Mame The rama of the configurad CIFS sarver displays,
WIMNSE Sarver Nama The rame af the configurad WINS server displays,
Display shares information

This section displays sheres information,

Viewing configured shares
View the list of configured shares.

Tabée 113 Configured shares Information

Itarm Dwscription
Share Marme Tha name of tha shars {for exmmpls, sharel
Shere Satus The status of the share: elther emabied or disabiad,
Diirectory Fath The directory path to the share (for example, /datafoolly
backiap/dirl].
{1 Mate: call uses the lower cose letter L followed by the
nurmibsar 1,
Diractory Path Status Tha status of the drectory path.

= Tolistinformation about & specific share, enter the share rame in the Filter by Share Name
text box and click Update.

= Click Update to return 1 the default s,

» To page through the list of shares, click the < and » arrows at the bottom right of the view to
page forward or backward. To skip to the beginning of the list. click |< and to skip to the end,
click |,

«  Click the Items per Page drop-down arrow to change the number of share entries listed on &
page. Cholces are 15, 30, or 45 antriea,

Viewing detalled share information
Dispiay detailed information about a shere by clicking a share name in the share list.

Table 114 Share Information

Item Description
Share Narma Tha name of tha share (for eampla, shared),
Directary Path Tha directary path to tha share (for axample, (data /ool

bBackup/dirl)
G:I Motec call veds the lower case letier L Tallowad by the
ruaTiber 1,
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Table 144 Share information {contired}

Item Description

Diractory Fath Status Indicatos whothar tha configured directory path axists on tha
DDA, Possible values are Path Euiste or Path Does Mot Exist,
the later Indicating an incorrest of incomplata CIFS

configuration

bpx Connections Tha maximum numbar of connections aliowaed 1o the share as
one time. The default value 8 Unlimited.

Cammiant Thae commnt that was configured whan the share was
creatad.

Share Status The status of the share: efther enabied or disabled.

= The Clients area lists the clients that are configured to access the share, along with a client
tally beneath the list,

=  The User/Groups area |lets the names and type of users or groups thet are configured to
access the share, slong with & user or growp tally beneath the lkat.

= The Opticns area lists the name and value of configured opticns,

Displaying CIFS statistics
Lisa the command line to display CIFS stanstics,
Procaedure
s Enter: cifs show detailed-stats

The output shows number of various SMB requests received and the time taken to process
them.

Performing CIFS troubleshooting

This section provides basic troubleshooting procedures.

{I} Mote: The clfs troubleshootlng commands provide detailed information abouwt CIFS
users and groups,

Displaying clients current activity
Use the commeand line to display CIFS sessions and open filea information.

Procedura

= Enter: cifas show activae

Rasults

Tella 116 Sessione

Computer Usgar Open  Connect Idla tima
files time (sec) (sec)

SEE02E05L.  ddve-25TP 109 Syasdmin 1 §2 1]

i
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Tabla 116 Cpen files
User Moda Locks File
cefen=-2517309%sysadmin 1 §] Cihdatetcol T baskup

Setting the maximum open files on a connection
Use the command line to eat the maximurm number of filos that can be open concurrently,
Procedure
#  Enter: cifs cption set mis-glaobal-open-files VELS.

The waiue for the maximum global open flles can be betwaen 1 and the open files maximum
limit. The masdmum limit is based on the DDR system memory. For systems with greater than
12 GB, the maximum open files limit is 30,000, For systems with less than or aqual to 12 GB,
the maximum open Tikes limit is 10,000,

Table 117 Connection and mesimum open file mins

emory Connection Limit Cpen File Maximum Limit
B GE 300 10,000
i 16 G5 and migher | 600 30,000

{0 | Mote: The system has a meximum limit of 600 CIFS connections and 250,000 open files.
Howewvar, if the systam runs cut of open files, the number of files can be increased.

(| Mote: File sccess latencies are affected by the number of files in a directory. To the extent
possible, we recommend directory sizes of less then 250,000, Larger directory sizes might
expErience SiOWEr responses to metadata operations such as listing the fles in the
directory and opening or creating a file

System clock

Whan using sctive directory mode for CIFS access, the system clock time can ditfer by fo mors
than five minutes from that of the domain controlier,

Whaen configured for Active Directory authentication, the system regularly syncs time with the
Windows domain controller. Therefore, it is impartant for the domain controller to obtaln the time
from a relisble time source. Refer to the Microsoft documentation for your Windows operating
system version to configure the domain contraller with a time source.

/N |WARNING When the system is configured for Active Directory authentication, it uses an
alternate mechanism to sync time with the domaln contraller. To aveid time synt conflicts, do
not enable NTP when the system is configured for Active Directory authentication

Synchronize from an NTP server

Configure the tme server synchronization, as described in the section regarding working with time
and date settings.
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CHAPTER 9

NFS

This chapter includes:

Managing MFS client access to the protection SyEbemM ... s s 248
EROLIAANT S IUNOITTEIREBONY . v o o 252
Add and delete KDC servers after Initial Wnl'lw.lmtm ....................................................... 254
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NFS overview

MNetwork File System (NFS) clients can have access 1o the system directories or MTrees on the
protection systerm,

* The/vackus directory is the default destination for non-MTres compressed backup server

data,
* The /data/coll/backup path is the root destination when using MTrees for compressed
beckup server data.

* The /ddvar/core directory containg system core and log files {remove old logs and core files
to free space in this area).

(T) |Note: On protection systeme, the /ddvar/core is on a separste partition. i you maunt /
cdvar only, you will not b able to Ravigata to /ddva s/ cors from the /ddvar
miourtpant.

Clients, such as backup servers that perform backup and restore operations need sccess 1o the /
ackupor fdatecoll foackup areas, at a minimem, Clents that heve administrative access
need to be able to access the /ddvar/core directory to retrieve core and log flles.

As part of the initisl system configuration, NFS clients were configured to acoess these areas. This
chapter describes how to modify these settings and how to manage date access.

(1) | Note:

¢ The nfs command manages backups and restores between NFS clients and protection
systems, and it displays NFS statistics and status. For complete information about the nis
command, see the D0 05 Command Reference Guide,

* For information about setting up third-party clients to usa the protection system as a
g@rver, see the related tuning guide, such as the Saians System Tuming, which is avallable
from the Dell EMC support web site.

HA systems and NFS

HA systems ere compatible with NFS. If a NFS job is in progress during & failover, the job will not
need to be restarted.

{1 | Mote: /ddvar is an ext3 file system, and cannot be shared like & normal MTree-based share,
The information in Addvar will become stale whan the active node falls over to the standby
node bacause the filehandies are different on the two nodes, If Addvar is mounted to eccess
log filkes or upgrade the system, unmount and remount Sddvar 1T a failover has occurred since
the last time Sddvar was mounted.

To create valid NFS exports that will falover with HA, the export noeds to be created from the
Active HA node, and genaraily shared over the failover netwark interfaces.

Managing NFS client access to the protection system

The topics in this section describe how to manage MFS client access to a protection System.

Tha KB article ACS Sesr Fractices for Deta Domait snd clsat 05, avallable at httpsanss
suppart.emo.comkbMBOBE2, provides additional information about best practices for NFS.
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Enabling NFS services

Enable NFS sarvices to allow the client to soccess the system using the NFS protocol,
Procedure
1. Select Protocols » NFS,
The NFS view opens displaying the Exports tab.

2. Cick Enable.

Disabling NFS services

Digable NFS services 1o prevent the client access 1o the system using the NFS protocal,
Procedure
1. Select the Protocols = HFS takbs,
The MFS view opena displaying the Exports tab.

2. Click Disable,

Creating an export

You can use DD Sh's Create button an the NES view or use the C-lﬂ'lful.ﬂ'dﬁﬂﬁ Wizard ro tpﬂdﬁ,‘
the MF3 chents that can acoess the /backun, /data/coell/backup, /ddvar, /ddvar/cora
areas, or the 'ddvar fext area f it exists.

About this task

A protection system supports a maximum of 2048 exports?, with the number of cornections
scaling In escordance with system memaorny.

(i) |Mote: You have to assign client access to each export separately and remove access from esch
export saparately. For example. a cliant can be remowved from J/@dver and still heve sccaas
10 /datalcoll /backup.

| !  Replication is to be implemanted. a single destination eystem can receive backups
from bath CIFS cllants and NFS cllonts &8 lang as seperate directories or MTroes are used far
_aanh Do not mikk CIFS and MFS data in the same area.

Do not yse the top level of Bn MTrree to host an MNFS export. Creste & subdirectory within the
MTres, and specify that subdirectory as the path for the NFS export.

Procedura
1. Select ProtocolsMFS.
Tha NFS view opens displaying the Exports tab.

2. Cick Create.
3. Enter the pathname in the Diractory Path text box (for example, /detascoll /backuns

dirl).

{i')lﬂmu; ol f uses the lower-case letter L followed by the number 1.

4, |nthe Chents area, sefact an existing client or click the 4 icon to creste a client.
The Chent dialog box is displayed,

2. May boaffected by harcwara Bmitations,
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a, Enter a zerver nama In the taxt box.

Enter fully qualified domein names, hostnames, or |P addresses. A single asterisk (*) as a
wild card indicates that all backup servers are to be used as clients.

{0} | Mote: Clients given access to the /daca/col ! /backup directory have access 10
the antire directory, & client given access to a subdirectary of fdata/coll/
backup has access only to thet subdirectary,

= A client can b a fully-qualified domain hostname, an 1P ar IPYS IP sddress, an IPwd
address with aither a natmask or prafix length, an [PvE address with prafic length, an
NIS netgroup neme with the prafix 8, or an asterisk (+) wildcerd with & domain nama,
such B8 *  yeuresspany . com,

= A client added to a subdirectory uncer /dzta/call/backup hes access only 1o that
subdiractory,

= Enter an asterisk (+) as the client list to give access to gl clients on the network.

b. Select the checkboxes of the NFS aptions for the client.

General:

* Rwad-only permizsion (ra),
*  Allow connections from ports below 1024 (secura) (default).

Anomymous LIDAGID:

=  Maprequests from UID (user dentifier) ar GID {group identifier) 0 to the anonymous
LNDAGID (root _sguash),

=  Mapall user requests to the anonymaous UIDAGID (all _squash).
*  Use Default Anonymous LIDAGID.

Allowed Kerbaros Authentication Modes:

s Unauthenticated connections (sec=sys). Select to not uge authentication.
=  Authanticated Connectiona {sec=kri5).

(1) | Mote: Integrity and Privecy are supported, sithough they might slow performance
congiderably

. Click OK.

5 Click OK to create the axport,

Modifying an export
Change the directory path, domain name, and other ootions using the GUI,
Procedure

1.

T

SwelectProtocols » NFS.
The MFS view opens displeying the Exports tab,

Cligk the checkbex of an expart in the NFS Exports table,
Click Modify.
Modify the pathname in the Directary Path text box,

In the Chants aras, select another chent and click the pencil icon (modify), or click the +
iz te efoate a ciant,
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a, Enter a serias nama In the Cliant taxt b,

Ertar fully gualified domsin names, hostnames, or IP adoresses. A single agterisk (*) as a
wild card Indicates that all backup sarvers are to be used as clisnts.

(1) | Mote: Clients ghven access to the /data/coll/backup directory heve eccess 1o
the entire directory. A client given eccess to a subdirectory of /data/call/
backup has access only to that subdirectory.

o Aclent con be o fully-qualified domain hostname, an IPvd or IPvE IP sddress, an IPv4
address with either a netmesk or prefix length, an IPvE eddress with prefix length, an
MIS netgroup name with the prefix 2, or an asterisk (*) wildcard with a domain name,

such as * , yourconpany . com.
A client added to 8 subdirectory under /data /ool l /backup has acoess andy to that

subdirectory.
« Enter an asterisk [+) as the client list to ghive access 1o all clients on the network,

b. Select the checkboxes of the NFS options for the client,
Seneral
* Read-only permisskon (ro).
=  Alaw connactions fram porte below 1024 (eecure] (default).

Anamyreous LIDAGID:

«  Map requests from UID (user identifier) or GID (group identifior] O to the anonymous
UIDAGID (roat _squash),

o bAap all user requests to the anomymows LUIDAGED (all _sguaesh).
= Uge Default Ancnymous LIDSGID,

Allowed Kerberas Authentication Modes:

s  Unauthanticated connactions (sec=gys). Select to not use authentication,
=  Authenticated Connectione (eac=krbB).
0] |Nutu-: Intagrity and Privacy are not supported.

e. Chok Ok
€. Click OK to modify the export.

Creating an export from an existing export
Create an export from an existing export and then modify [t as nesded.
Procedure
1, Inthe NFS Exports tab, click the checkbox of the axport you wish to use as the source.
2. Click Create From.
3. Modify the export information, &8 described in section about modifying an axport.
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Deleting an export
Delate an export from the NFS Exports teb.
Procedure

1. In the NFS Exports tab, dick the checkbox of the export you wish to dalete.
2. Click Delets.

3. Click OK and Clage to delate the axport,

Displaying NFS information

The topics in this section describe how to use the DD System Manager to monitor NFS dient
status and NFS configuration,

Viewing NFS status
Digplay whather NFS is active and Kesbaras |s arabled.
Procedurs
+  Click Protocols » NFS.

The top panel shows the operational status of NFS; for example, whether NFS is currently
Bctive and running, and whather Kerbercs mode is enabled.

()| Mote: Click Configure to view the Administration » Access - Authentication tab where
you can configure Kerberos authentication,

Viewing NFS exports
See the list of clients allowed to access the protection system.
Procedure
1. Click Protocols » NFS.

The Exports view shows & table of NFS axports that are canfigured for system and the
mount path, status, and NFS options for each export.

2. Click an export in the table to populate the Detabed Information area, below the Exports
table,

in addition to the export's directory path, configured options, and status, the system
dieplaye a ligt of clionts.

Use the Filter By text box to sort by mount path.
Click Update for the system to refresh the table and use the filters supplied.
Click Reset for the system to clear the Path end Client Tilters,

Viewing active NFS clients

Display all cliznts that have been connected in the past 15 minutes and thelr mount path,
Procadurs

= Sglact the Protocols = NFS » Active Clients tab,
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The Active Clents view displays, showing all clients that have been connected in the past 15
minutas and their mount path.

Use the Filter By text boxes to sort by mount path and client nama.
Click Update for the system to refresh the table and use the filters supplied.
Click Riseat for the syetem to clear the Path and Client fiters.

Integrating a DDR into a Kerberos domain

Sar the domain neme, the host rame, and the DNS server for the DDR.
About this task

Enatle the DDR to use the suthentication sarver as a Key Distribution Center (far UNDL) and as a
Distribution Center (for Windows Active Directory).

/ VTN The examples provided in this description are specific 10 the aperating system (05)
| used to develop This exercise. You must use commands specific to your OS.

{B Mote: For UMIX Keroperoas mode, a keytab file must be trensferred from the Kay Distribution
Center (KDC) server, wherg it is generated, to the DDR, If you are using more than one DDR,
each DDA requires a separate keytak fila, The keytab file containg a shored secret betweon the
K.OC servar and the DOR,

(i) {Note: When using & UNIX KDC. the DNS server does not have to be the KDC server, it can be
8 Separste server,

Procedurs
1. Set the hast name and the damain name for the DDR, using DOR commande.

nat set hostname <host>
net sat {domainname <local-domain-namej
.:[}|Mmcnm host name is the name of the DOR.

2. Configure NFS principal (noda) for the DDR on the Key Distribution Center (KD,

Example:
wddprine nfsf/bostnamaedreasim

@|T-hte- Haostname i5 tha rame for the DOR,

3. Warify that there are nfs sntries added as principals on the KDC,
Example:

listprinos

nts/hostnamedrealm

4, Add tha DOR principal Into & keytab file.

Example
ktadd 'ﬂl’.ll!'t.l.h_f.‘l_'l.l} nfs/hoatnamed realm

5. Werify that there is an nfs keytab file configured on the KDC,

Exampla;
klist -k <kaytah Fila>
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0 |Hmu: The <keytab_files |5 the keytab file used to configure keys in 8 previous step.

6. Copy the keytab file from the location where the keve for NFS DDR are generated to the
CDR in the Addvar/ directory,

Tabla 118 Kaytab destination

Copy file fram: Copy file to:
skaytab,_file> (The keyiab file configured ina Jddhars
praviows step.)

. Set the realm on the DOR, using the following DDR command:

authanticatisn kesbarce set Tealm <homa reslss kds-type <unix, windows. >
kdes TP address of sorver®

8. 'When the kde-type is LINIX, import the keytab file from Addvar/ to /ddr/etc/, where the
Kerbaros configuration file expects it. Use the following DDR command to copy the file:

authentication karbarsa kaykal impare
mwnﬂtE This step is required only whan the kde-type is UNIX,

Kerbaros E2tup |3 now Complate.
8. Toadd a NFS mount point to use Kerbaros, use the nfs add command.
See the 00 05 Commandg Reference Guwios for more information.

0. Add host, NF5 and relevant user principals for sach NFS client on the Key Distribution
Center (KDC),

Example: listprince

hast/hostnameEraalm
afa/hostnaredcoalm
rack/hostnarsdraalm

M. For each NFS clent, Import all its principals into a keytab file on the cliant.
Example.

ktedd -k {Kl!.rt.l.h"ﬂliﬂ- host/hoatnanefraalm
ktadd -k <keytab file> nfs/hostnanedraalsm

Add and delete KDC servers after initial configuration

254

Aftar you have integrated a DDR inte a Kerberes domain, and thereby enabled the DDR to use the
sguthenticetion server 88 8 Key Distribution Center (for LUNIX) and a5 a Distibution Certer [ for
Windows Active Directory), you can use the fallvwing procedure to acd or delate KDC servers.

Procedure

1. Jein the DDR to 8 Windows Active Directory (AD) server or & UNIX Key Distrisution Canter
{KDCY.

authentication kerberos set ealm <home-realn> kdc-type {windows [kdos
hdo=list>] | onix kdos <kdo=list>}

E:I:-!I'l'rnlEl.' anthentication kerberos set realm krkS.test kdo-type unix kdos
nfskrb-kdo . krbS , tastc
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This commend joins the system to the krbE test realm and enables Kerberos authentication

for NFES clients.

()| Note: A keyteb genergted on this KDC must exist on the DDR to authenticate using
Knsberos,

Verify the Kerberos suthentication configuration.

authentication karbarss ahaw cenfig

Home FRealm: krbi. test
RDC Liat: nfaskrb-kde, kEbE . Tast
EOC Type: anix

Add a second KDC sarver.

authentication kerberos set realn <hons-realmn> kdo-type [windowa [kdca
chde=list>] | unix kdea <kdo-lists}

Example; authentication karbercs set realm krb5.test kdo=type unix kdcas

catga=sparcd  keb5. test afskrb-kde kebkl, tast

(T)| Note: & keytab generated on this KDC must exist on the DDR to authenticate using
Kerberos.

Vierify thet two KDC servers are added.
authentication kerberos show config

Home Realm: KEDD - Tast
¥DC Ligks ostga-spared . kebb, test, nfekrh-kde krbS. tast
KOC Type: uALx

Display the value for the Kerberos configuration key,

pag show config.kabaros

config. karbaros . h.:-rl:.e_reu Iln = kb5, .te=k

config.xerbercs . home Tealn, KIGE = cstga-—sparcd . kebi.test
cornfig.kerberos.bome realn. kdo?. = nfskrb=kde, kek5. Taat
conflg.erberos. kdc_count = 2

config.kerberas.kde type = UN1E

Delete a KCC sarver,

Detete 8 KDC server by using the authentication kerbearcs sat reals <hose-reale>
kds-typs [windows (kdos <kde-list>] | unix kdos <kdo=-list>} carmmand withouwt
ligting the KOG server that you went 1o delete. For example, If the exdsting KDG servers are
ke, kde2, and kdcS, and you want to remave kdc2 from the realm, you could use the
fodlowing exampla:

anthentication kerberos sat reala <reals-pama> kde-types <hde typa kdos
kdel kd=d
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CHAPTER 10

NFSv4
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Introduction to NFSv4

Because NF3 clients are increasingly using NFSvd.x g the default NF3 protocol leved, protection
systems can now employ NFSvE instead of requiring the client to work In 8 backwards-
compatibdity moda,

Clients can work in mixed anvironments in which NFSwv4 and NFSv3 must be able to access the
same NF3 exparts,

The DD OS NFS server can be configured to support NFSw4 and NFSv3, depending on site
requirements. You can make sach NFS export availeble to only NFSw4 clients, only NFS3 clients,
or bath,

Several factors might affect whether yvou choose NFSvd or NFSv3;

*  MFS client support
Soma NFS cllents may suppart only NFSv3 or NFSyd, or may operate better with one version

= Dperational requirements
An enterprise might be strictly standardized o use aither NFSW or NFSWS,

= Sacurity
If you require greater sacurity, NFSwd provides 8 greater sacurity level than NFSvE, including
ACL and extended owner and group configuration,

+ Fosture reguirements
i you need byte-range locking or UTF-8 files, you should choose NFSvA.

=  MFESw3 submounts
It your existing configuration uses NFSv3 submounts, NFSv3 might be the appropriate choice.

NFSv4 compared to NFSv3

MFSv4 provides enhancad functionality end festures compared to NFSW3.
The folowing table compares NFSv3 features to those for NFSyd,

Tabda 119 MF5 v compared to NFS3

Feature NFS«E MFSw
Stendards-based Metwork Filesystem Yirs Yas
Harbercs support e Yias
Karberca with LOAP Yaa Ll H]
Guata reparting Yas Yas
Buttipds exports with clent-besed acoeas ists Yas Yas
H} mapping ag LT
LUTF-B character support Mo Yoe
File/diractory-based Access Control Lists (ACL) Mo Yas
Extended awner/group (OWHERS) [ Yo
File shane loching Mo Y
Byte range lacking Mao ¥ies

lI::||::-f.:IF$ integration (locking, ACL. ADY P Yaes
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Tabls 118 MFSvd compared to MFEW3 {continued)

Foature NF3%3 HFSwq
Stateful fila opans and recowvery Mo g
alobal namaspace and peeudofFS Mo Y5
Multi-gystem namespaca using refarrals Mo Yae

NFSv4 ports

You can enable or disable MF5vd and NFSv3 independently. In addition, you can move NES
wersions to different ports; both versions do not need to occupy the same port.

With NFSyvd, vou do not need to restart the file system if you change porte, Onby an NFS restart is
raquired in such instanoes.

Like MFSw3, MFSwE runs on Port 2049 &s the default if 5 enakbed,
NF5Svd does not use portmapper (Part 1117 or mountd (Port 2052).

ID Mapping Overview
MFSvd identifies owners and groups by a commaon external format, such 88 joefexample . com.
These common formats are known es identifiers, or IDs.

Idantifiers are etored within an NFS server and use intarnal representations such as D 12348 ar 1D
5-123-33-667-2. The corversion batwean internal and aexternal identifiors |2 known ae |D mapping.

Mdentifiers ane associsted with the following:
&« Crwnars of flles and directories

=  Cnwner groups of files and directories

# Entries in Access Control Lists [ACLs)

Protection syatema uae a common internal farmat for MFS and CIFS/EMB protocolz, which allows
files and directories 1o be shared betwean MFES and CIFS/SMB, Each protocod corvarts tha
internal format to its own external format with its own 1D mapping.

External formats

The axternal format for NFSwd identifiers fallows NFSw4 standards (for axample, REC-7530 for
MFSwv4.07. In addition, supplermental formats are supported for interoperabiity.

Standard identifier formats

Standerd external identifiers for MFSvd have the format idencifieridonain. This identifier =
used far WFSwd owners. owner-groups, and sccess contral entries (ACEs). The domain must
match the configured MFSv4 domsin that was set uging the nfs option command.

The fellowing CLI example sets the NFSwd domain to mycorp . con for the NFS server:

nfe option set nfsd-gdomain mycorp. com

See cliont-specific documentation you have for setting the client NFE domain, Depending on the
operating system, you might need to update a configuration file (for exemple, fetc/
idmapd . conl) or use s clignt administrative tool,
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M |Nntae It you do not set the default value, it will follow the DNS name for the protection system.

(i) |Note: The file system must be restarted after changing the DNS domain for the nfs4-domain
to automaticelly update,

ACE extended identifiers

Fer ACL ACE entries, protaction system NFS servers gleo suppart the following standard NFSw4
ACE extended identifiers defined by the NFSvd RFC:

* DOWNER@, The current owner of the fils or directory
* GROUP®@, the current owner group of the file or directory.

= The special identifiers INTERACTIVE@. NETWORK®, DIALUPG, BATCHE, ANONYMOUSE,
AUTHENTICATED@®, SERVICER.

Alternative formats
To allow interoperability, NFSvd servers on protection systems support some alternathee identifie
formats for input and output,
*  Numeric identifiers; for example, “12545",
*  Windows compatible Security identifiers (SIDs) expressed as "S-NNN-NNN-._"

Sea tha sactions on input mapping and cutput mapping for more information sbout restrictions to
these larmats,

Internal ldentifier Formats

The DO file system stores identifiers with each object (file or directony) in the filesystam. All
objects have a numeric user ID (UID) and group ID (GIDY. These, slong with a set of maode hits,
aliow for traditional UNIX/Linux identification and access controls.

Objects created by the CIFS/SME protocel or by the NFSvd protocol when NFSvd ACLs are
enabled, also heve an entended security descriptor (S0). Each 5D contains the following:

*  An pwner security identifier (SI0)
* Anowner group SID

= A discretionary ACL (DACL)

* (Optional) A system ACL (SACL)

Each S0 containg a refative 10 {RID) and a distinct domalin In a similar manner 1o Windows 5108,
See the section on NFSw4 and CIFS interoperabifty for more information on SIDs and the mapping
of SiDs,

When ID mapping occurs

The protection system MFSwd server parforme mapping in the following circumstances:

' Input mappng
The NF5 server receives an identifier from an NFSvd client. See Input mapping on page 261,

»  Jutput mapping:
An identifiar is sent from the NFS server to the NFSv4 client. See Cutput mepping on page
261,

=  Credential magping
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The RPC client credantials are mapped to an internal identity for access control and other
operaticns See Credential mapping on page 281

Input mapping
Input mappng occurs when an NFSW] client sends an identifier to the protaction system NF3wd
server—satting up the owner or owrnar-group of a file, for sxample. Input Mapping 18 distinct from
credential mapping.
Standard format idantifiers such 88 §oe Enycorp . com 8re converted into an internal UIDYGID
based on the configured conversion rules. If NFSvd ACLs are enabled, a SID will also be generated,
based on the configured conversion rules,

Mumeric identifiers (for example, “125345") are directly converted into corresponding LIDAGIDs if
the client ia not using Kerberos suthentication. If Kerberos is being used, an error will be generated
as recommended by the NFSvd standard, If NFSv4 ACLs are enabled, a SI0 will be generated
based an the comwersion rules.

Windows 510 (for example, “S-NNN-NMN-..") are validated end directly converted into the
corresponding S10s. A UID/GID will be generated based on the conversion rules.

Output mapping
Dutput mMapping occurs whan the NFSW server sends an identifier to the NFSvd client; for
example, if the Server returng the owner or owner-group of a file,

1. It configured, ths cutput might be the numeric 10
This can be usaful for NFSvd clients that are not configured for ID mapging (for example, some
Linux clents),

2. Mapping is attempted using the configured mapping services, (for example, NIS or Active
Directory),

3., The output is & numeric D or S10 string if mapping fails and the configuration is allowed.
4. Oithersweae, nobody Is returned,
The nfs cption nfzd-idssp-out-mmaric configures the mapping on cutput:

* |fnfs option nfsd-idmap-cut-numeric (S Set 10 map-first, mapping will be attempted. On
arror, @ numeric string is output if afowed. This is the default.

* [fnfs cption nfsd-ideap-cot-pumeric B 56t 00 always, output will always be & numersic
string If aliowed.

* Ifnfs aption nfsd-idmap-cut-numeric i $0t 10 never, Mapping will be attempted. On
8rrof, nabodyinfad-donain is the output.
If thie RPC connection uses G55/ Kerberos, a numeric string |5 never allowed and
nobodyfinfad-domain i5 the output.,

The following axample configures the protection system NFS server to alweys attempt to output a
numeric string on output, For Kerberos the name nobody Ie returmed:

nfs option set nfsl-idnap-oat-numeris always

Credential mapping
The WFSwd server provides credentials for the NFSw client.
These credaentials perform the following functions:

+  Determing the access policy for the operation; for example, the ability to read & file.
»  [Determing the default ownar and owner-group for new files and directories.
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Credentlals sent from the client may be {ohn_doe#mycorp. com, OF system credentials such as
UiD=1000, GI0=z2004, System credentials specify a UID/GID slong with awdiary group IDs.

If NFSwd ACLS are disabled, then the UID/GID and auxiliary group Ds are used for the credentials.

If NFSv4 ACLs ere enabied, then the configured mapping services are used to bulld an extended
sacurity descriptor for the credentiols:

» SlDs for the owner, owner-group, and auxiliary group mapped and added to the Security
Descriptor (SD).

#  Credential privilages, if any, sre sdded to the SD,

NFSv4 and CIFS/SMB Interoperability

The security descriptors usad by NFSwd and CIFS are similar from an ID mapping perspective,
although there are differences.

You should be aware of the fofowing to ensure for optimal interoperabiity:

* Active Directory should be configured for both CIFS and NFSv4, and the NFS ID mapper
should be configured to use Active Directory for ID mapping.

* |If youare using CIFS ACLs extenshvely, you can usually improve compatibility by alsa enabling
NFSw4 ACLs.

& Enabling NF5v4 ACLs sllows NFSvd credentials to be mapped to the appropriate SID when
evaluating DACL access.

= The CIFS server receives credentials from the CIFS client, including default ACL and user
privileges.

®  In contrast; the NFSw] sarver recoives o more limited set of credentials, and constructs
credentials at runtime wuaing its ID mapper. Because of this, the filesystem might soe
different credentials.

CIFS/SMB Active Directory Integration

The protection system NFSvd sarver can be configured to use the Windows Active Directary
configuration that is sat with the protection system CIFS server,

The system & mapped to use Active Directory if possible. This functionality is disabled by default,
but you can enable it using the following command:

nis optisn seb nraf-idnap-active-directory snablsad

Default DACL for NFSv4

MFSwd sets a different default DACL (discretionary access controd list) than the default DACL
supgdiad by CIFS.

Cnly OWNER®, GROUPE® and EVERYONE® are defined in the default NFSv4 DACL. You can use
ACL inheritence to automatically add CIFS-significent ACEe by default If appropriate.

System Default SIDs

Fies and directories created by NFSe3, and NFSv4 without ACLs. use the defauit system domain,
sometimes referred to as the default UNIX domain:

= User SI0s in the system domain have format 5-1-22-1-n, whare N is the LD,
#  Group SIDs In the system domain have format 5-1-22-2 -4, when N is the GID.
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For example, a user with UTD 1234 would heve an owrer 310 of 5<1<72-1-1234.

Commeon identifiers in NFSv4 ACLs and SIDs
The EVERYOME® identifier and ather special identifiers (such as BATCH®E, for exampla) in
HF5Sv4 ACLs use the equivalent CIFS SIDE and are compatible.

The OWNERS and GROUPE identifiars have no direct corraspondence in CIFS; they appear as
the current owner and currant awnar-group of tha file or directary.

NFS Referrals

The referral feature allows an MFSv4 client to access an export (or file system) in ome or multiple
locetions. Locations can be on the same NFS sarver or on different NFS servers, and use either
the same or differert path to reach the export.

Bocause referrale are an NFSvd featura, thay apply only to MFSwE mounts,

Referrale cen be made to any sarver that uses NESwd or later, including the folowsing:

v A protection system running MES with NFSw enabled

= Dher servers that support NFSw Incleding Linux servers, NAS applisnces, and VMY systems,

A referral can use an NFS export point with or without a current underlying path in the DO file
system.

MFS5 eseports with referrals can be mounted through NFSWE, but NFSW3 clients will not ba
redirected since referrals are a NFSw faature. This characterstic & wseful in scaleout systems to
allows exports to be redirected &t & flle-management bevel.

Referral Locations

KFSvd referrais always have one of more lncations.

Thise lecations congist of the following:

« A path on a remote NFS server to the referred filesystem.

= One or more server network addrosses that allow the chent to reach the remote MFS sarver.

Typically when multiple server addresses are associated with the same location, those addresses
are found on the same MFS sarver.

Referral location names

You can name each referral location within an NFES export, You can use the neme to eccess the
referral as well as to modify or dedete it

& referral name can contain a maximum of B0 characters from the following character sets:
» @-z

v AT

« -8

M ||.||

» n u
-
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(i) | Mote: You can Include spaces as lang as those spaces are embedded within the name. If you
use embadded spaces, you must enclose the entire name in double quotes

Mames that begin with "." are reserved for autometic creation by the protection system, You can
delete thess names but you cannat create or modify them using the eammand line interface (CLI)
oF system management sarvicas [SMS),

Referrals and Scaleout Systems

MFS5v4 referrals and locations can better enable sccess f you are scaling out your protection
sSystems.

Because your system might or might not already contain a global namespace, the following two
soenarios describe how you might use MFSv4 referrals:

* Your system does not contain a global nemespace.

*  You can use MFSw roferrals to build that global namespace, System administrators can
build these global namespaces, or you can uee smart system manager (SM) slement
building referrals as necessary.

*  Yoursystem alfeady basa global nemespace.

®  If your systam has a global namespace with MTreas placed in specific nodes, MFS referrals
£an be created o radirect acoess to those MTrees 1o the nedes added to the scaled-out
systam. You can create thesa referrals or have them performed automatically within NES #
the necessary SM or file mansger (FM] Infarmation iz aveilable

NFSv4 and High Availability

With NFSv4, protocol exports (for example, /data/coll/<mt ree> are mirrored in a High
Availability (HA) setup. However, configuration exports such as / ddvar are not mirrored.

The /ddvar filesyatem (e unique to each node of an HA peir. As 8 result, / cdva - exports and their
associated cllent access lists are not mirrored to the standby node in en HA environment,

The information In /ddvar becomes stale when the acthve node fails over to the stendby node,
Any client permissions grantad to /dovar on the original active node must be recreated on the
nevwly Bctive node atter & TBOVEr DCCURS,

You must also add any additional /ddvar exports and their clients (for example. /ddvar fearse)
that were crested on the original active node to the newly active node efter & fallover socurs,

Fimally, any desired /<dvar exports must be unmounted from the client and then remounted after
a fallowar occurs,

NFSv4 Global Namespaces

264

The NFSv4 server provides a virtual directory tree known as a PseudoFS to connect NFS exparts
into & searchable set of paths.

The use of 8 PeoudoFS distinguishes NFSvd from NFSv3, which uses the MOUNTD ausxiliary
protocol.

In mast configurations. the change from MFSv3 MOUNTD to NFSw4 global namespece ia
transparent and handled sutomatically by the MFSv client and sarver.
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NFSv4 global namespaces and NFSv3 submounts

If you use MFSV3 export submounts, the global nemespeces cheracteristic of NFSw4 might prevent
submounts from being seen on the NFSwd mount,

Examnple 1 MNFSVE man exports and submount esports

If NFSw3 has @ main export and & submount export, these exports might use the same
NFSv3 clients yet have different levels of access:

Table 120 NFSv3 main exports and submaunt exports

Expo | Path Cliant Opti
rt ans
M | Jdatasfceliomtl chent exampk.com ro
hit)- | /datafcollsmelfeobdis clantl.szample.com rad
sub

In the previows table, the following epplies to NFSw3:

# [f cliantl.example.com maunts Sdatascoll/mtl, the client gets read-only BCCEss.
s |f cliantl.example.com mounts /datascoll/mil subdir, the client gets read-write
BCCHSE

MFSv4 operates in the sama mannar in regard to hghest-level export paths. Far
MFSvd, client! example.com navigates the NFSwA PeaudoFS until it reaches the
highest-lavel sxcport path, /data/coll/mtl, where it gets read-only access.

However, because the export has been selected, the submount axport (Mt1-sub) is
nct part of the PseudoFS for the client end read-write sccess is not given.

Best practice

If your system uses NFSV3 exports submounts to give the client read-write access based an the
miount path, vou must consider this before using MFSvd with these submount exports,

With NFSvd, sach chent has an individual PeaudoFS.

Tabla 1H MESS submount exports
Expart Path Client Optlans
bt Sdatafenll frael clhantl assmpla.com ro
ket l-suly fdatasooll fetl Ssubdic clbant 2. exarmdla. oo [

NFSv4 Configuration

The default protection system configuration only enables NFEw3, To use NFSv4, you must first
anabla the NFSwA sarver.

Dall EMC DD OF Administration Guide 265



BFEsd

Enabling the NFSv4 Server

Procadurs
1. Emter nifs enable wersion 4 boenable NFSw:

¥ nfs enable version 4
HFE server verslonis) 3:4 enabled.
2. (Optional) If you want to disable NFSv3, enter nfs disatle verslon 3.
¥ nfz disable version 3
HFE sgyvar verasion|s] 3 disablad.
HFS server v=r=ion|s] £ enabled.

After you findgh

After the NFSv4 server is anabled, you might need to perfarm sdditional NFS configuration tasks
specifically for your gite. These tasks can include:

# Setting the NFSyd domain
* Configuring NFSv4 1D mapping
» Configuring ACL {Access Control Lists)

Setting the default server to include NFSv4
Abourt this task

The NFS command option dafaul t-server=-version controls which NFS vession is enabled when
you enter the =fa =naole command without specifying a versian,

Praocadure

1. Enterthe nf= option set default=gerver-veraion 1:4 command;

A nfs option set defsulc=resrver-version F:4
HFS option 'defanlt-sarver-waraion' set to '3a4!,

Updating existing exports

You can update existing exports to change the NFS wersion used by your protection system.
Procedura

1. Emtarthenfs export nmodify all command:

B nfs export madify 8ll elients all opticns versjor=verafon nunber

To ensure &l existing chents have either version 3, 4, or both, you can modify the NFS
varsion to the appropriste string. The following example shows NFS modified to include
varsions 3 and 40

infs axport medify all clients all options wersion=3:%

For more information about the = export command, see the 0008 Command Refersnce
Ewide for mors information.

Kerberos and NFSv4

Eoth MFSwq and MFEWE use the Kerberas authentication mechanism to securs user cradentials,
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Kerberos prevents user credentlals from being spoofed in NFS packets end protects them from
tampering en route to the protection system.

Thare are distinct types of Kerberos over NFS:
#« Herberos 5 [sec=krbs]
Lise Kerbaros for user credentials.

s Korbarog 5 with integrity (sac=krbsi)
IUsa Karberos and check the integrity of the NFS payload using an encrypted chacksum.

= Kerberos 5 with securlty {aec=kchip)
se Kerberos 5 with integrity and encrypt the entire NFS payload.

(T) |Note: kebss and krbSp can both cause perfarmance degradation due to additional
computational overhasd on both the NFS client and the protection systam.

Figura ¥ Actlve Directory Configuration

h
Active Directory Server
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r#1 mirtheeticersan
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i h 1

IFiimasnch con i S (SR T el

idmap type

g p o ppelEnd
FlL prian
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afed o Ervm -chi s iy
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You employ existing commands that are used for MFSvE when configuring your system for
Kerberos, See the nfsvd chapter of the 00 OF Command Refersnce Guwide Tor moea information

Configuring Kerberos with a Linux-Based KDC
Bafore you bagin

Y¥ou should ensure that all vour systems can access the Key Distribution Center {KDC L
If the systems cannot reach the KOC, check the domain nome system (DMNE) sottings.

About this tesk
The following steps allow you to create keyiab filea for the client and the protection systam:
+ |0 Steps 1-3, you create the keytab file for the protection system,
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* InSteps 4-5, you creave the keytab file for the clisnt.
Procadura

1. Create the nfe/cddr_dns_name>d<raals> service principal.

kadmin.local: addprinc —randkey nfs/Sddrl 2345 <domain-name>8<donaln-namas

2. Export nfa/cddr dns name>d<realm> tos koytab fik,
kadmin.local: ktadd -k /topfddr. keytab nfa/dds12345. corp. conBCORp, CON

5. Copy the keytab file to the protection system at the following location:

fdde S vac/ krbS , keytab

4, Create one of the following principals for the client and expart that principal ta the keytab
file:

nfgf<cllan E_dna_name@<REALH
raot/aclient_dne_ namexd<RERLMS

5. Copy the keytah file to the cliant a1 the fallowing location:

febe/krbS, keytah

E} MNaote: |t is recommended that yau use an NTP server to keep the time synchronized on
all entities.

Configuring the protection System to Use Kerberos Authentication
Frocedurs

1. Canfigure the KDC and Kerbares realm on the protection system by using the
aiithentication mrﬂ‘ml‘d:

I suthentication kerBscos =et repaln <reala™ kdo=tvpe unix kdce <kdo-
SEIrfar =

2. Import the keytab file:

# suthentication kerberss keytab imporct

3. (Opuional) Configure the NIS server by entering the following commands:

fF apthentication nis servers add <servers

B authenticaCicn nils dopain set <domzin-names
§ authentication nils enabis

¥ filesys rastaet

4. {Opticnal) Make the nfsd-domain the same ea the Kerberos realm using the nfs cpt Lo
cammand:

nfy option get nfsd=domalin <kerbaros-resins

5. Add aclient to an existing export by edding see=keb5 to th# nfs =xpor: =dc command:

nfs export add <export-sames ollents * eptions version=i, soc=krbb

263 Dl EMC DD0S Admenistration Guide



PiF S

Configuring Clients
Procedure

1.
2

L

Configure the DNS server end verify that forewerd and reverse lookups are working,
Configure the KDC and Kerberos realm by editing the /=t /krb5. conf configuration file.
You might need to perform this step based on the client operating system you are using.

Configura MIS or anather externsl name mapping service.
[(Optioral) Edit the /et o/ idmapd . cont file to ensure it & the same as the Korbaros realm.

You might need to perfarm this step based on the client operating systam you are using.

Worify the keytab The fetc/nrhs, keytab containg an entry for the nfs/ serviee principal ar
the zoots principal

[rootBEc22 ~]H klist =K
KEaytab name; FILE:fetc/krbS.keyrab
EVHG Principal

S S ———————— S e e

3 nfe/fcii. domain-nameddomain-name
Mount the export using the seo=kchs aption.

leoot@fci2 =|§ mount ddrlZz3i45. <donain-name::/ datafcolli/mtreel Sfmotfafed -
o gac=Rrhh, verg=q

Enabling Active Directory

About this task

Configuring Active Directory authantication makes the protection eystem part of a Windows
Active Directery realm. CIFS ebants and NFS clisnts use Kerbercs authentication.

Procedure

Y

Jodn an aotive directory restm using the o1 f5 dot command:

§ oifs set authentication active=dizsctory <redlms

Kerberos is automatically set up on the system, and the required NFSS service principal is
suvtomatically created on the KDC.

Configure NIS using the authantication nis command:

§ avthentication nis sarvers add CWindows-ad-sgrvarr
# auvbhentlication nls domain se=t <ad-realn:>
# avthapntlestlien nles enakla

. Configura CIFS to use MSE for D mapping by using =i £= commands:

§ cifs dissble

¥ cifs option set ldmap-type n=s
¥ cifs =pakls

§# filesys restart

S0t the afad=-damais 10 be the same ag the Active Directory realm:
# nfs opticn set nfsd-domain <ad-realss

Enable Active Directory for NFSvd id mapping by using the nf = command:
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# nf= option set nfsd-idmap-active-directory enabled

Configuring Active Directory
Procedure
1. Instell the Active Directory Domain Services (AD D3 role on the Windows server,
2. Irgtall the ldentity Manegement for UNIX companents.

CiWirdows \aystem3i2>Disn.ene fonline fenabhle-faatura /
featurenamezaciminui Aall
CriMindewslgystemi2obDiom. ane fonllne fenable—feators fPedturanaseinis fall

3. Varify the NIS domain s configured on tha server.

CiMirdows\systenidanisadmin
The following age che sectings on logalhost

Push Interval : 1 cays
Logging Mode : Hormald

WIS Domaing

HNIS Oomaln in AD Mastoer server MIS [Domain Lo UNIX

B ] e o S S

COr Win=ad-seryer corp

4. Assign AD users and groups UNIX UID/GIDS for the NFSv4 server,
8. Go to Server Manager - Tools » Active Directary.
b, Cpan the Properties for an AD user or group.
€. Undor the UNIX Atributes cab, Tl in the NIS domain, LID, and Primary GID figlds.

Configuring clients on Active Directory
Procedurs
1. Create a new AD user on the AD server 1o represent tha NFS client's service principal,
2. Creste the nfs/ service principal for the NFS cliesnt,

> ktpass -pring nisf<client dns name>§<BEALM> -mapuser nfsuser -pasms =+
—out nisclient.keytab
ferytp roh—hmac—nt Jptypes ERES NT PRINCIDAL

3. (Optional) Copy the keytab file to feto/kebis, keyveab on the client,
The need to perform this step depends on which client OF you are using.
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CHAPTER 11

Storage Migration

This chapter includes:
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Storage migration overview

Storage migration supports the replacement of existing storage enciogures with new snclosuras
that may offer higher parformance, higher capacity, and a smaller footprint.

Afver new enclosures are installed, you can migrate the data Trom the older enclosures to the new
enclosures while the sysiem continues to support other processes such as data aCCess, axpansion,
<waning, and replication, The storage migration does require system resources, but you can
conirod this with throttle settings that give the migration a reletively higher or lower priarity. You
can else suspend @ migratkon to make more resources available to other processas, then resume
the migration when resource demand is lower,

During the migration, the system uses data on the source and destination enclosures. New data s
written to the new enclosures, Mon-migrated dets iz updated on the source enclosures, and
migrated data is updated on the destination enclosures. if the migration is imerrupted, the
migratian can resume migrating blocks that have not been marked as migrated.

During the migration, each block of data & copled and verifisd, the source block | fread and
marked &s migrated, and the syatem index i updated to use tha new location. Mew data that wae
destined to lend In the source Hock will now be redirected to destination bBlock, Al new dats blook
alocations that would have been allocatad from source are allocatad from the destination,

The Migration copy process is done 8t the shelf level, not the logical data level, so all disk sectors
an the source shelf are accessed and copied over regardiess of whether thers is data on them.
Therefore, the Storage Migration Utility cannot be used to shrink & logical data footprint.

(i} | Mate: Because the data set is divided between the source and destination enclasures during
migration, you cannot halt a migration and resume use of only the source enclosures. Once
started, the migration must complete. If a failure, such as a faulty disk drive, interrupts the
migration, address the issue and resume the magration.

Depending on the emount of dota to migrate and the throttle settings selected, a storage migration
can take days or weeks, When all data is migrated, the finalize process, which must be manually
initiated using the =toreage migration flinallze command, restarts the fllesystem. During
the restart, the source enclosures are removed from the system configuration and the destination
enchrsures become part of the filkesystem, When the finalize process is complete, the source
enclosures can be removed from the system,

After a storage migration, the disk shelf numbers reported by DD 08 might not be sequential. This
iz because shelf numbering is tied to the serial number of each Ingividusl dizk shalf. KB article
438018, Dara Damain: Storage snclosure numbaning is not sequential, avallsble on https://
SupporLemc.com, proviges additional detalls, [m D0 OS vergon 5.7.3.0 and later, the snielosire
abaw porsistent-ideommand described in the KB erticle reguires administrator access, not
SE sccass.

Migration planning considerations

Consider the following guidelines befare starting a storage migration.

*  Storage migration requires a single-use licerse and operates on system models supported by
DD O35 version 5.7 or later.
(1) |Mote: Multiple storage migration operations reguire multiple licenses. However, multiple
source enclosunes can be migrated to multiple destination enclosures during a single
operation.

= Twep licenses are required for storage migration:

s The storage migration featurs license
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»  Tha capeacity and shelf type lcense for the destination enciosures
* Storage migration is based on capacity, not enclosure count. Therafore:

= One Source enclosure can be migrated to one destination enclosure.

® Ol source enclosure can be migrated to multiple destination enclosures.

s pultiple source enclosures can be migrsted to one destination enclosure.

®  pdultiple source enclosures can be migrated to multiple destination enclosures,
= The gtorege migration licensing process consists of.

1. Updating the elicense installed an the system with the storege migration featurs license and
the cepacity and shel! type boense for the deatination enclosures before running the

rrigration operatian.

2. Updating the elicense installad on the system to remove the original capacity and shelf type
license and the storage migration feature license efter the migration operation is completa.

» The destination enclosures must:
¢ Beungasigned shelves with the drives in an unused state.

v Be licensed for sufficient capacity to receive the data from tha source enclosures, with the
license installed on the system

»  Besupported on the DD system modal,

s Centaln 8t least as much wsable capacity as the enclosures thay are replacing,
E} Mote: It is not possible to determing the utilization of the source shelf, The system

performs all calculations based on the capacity of the shelf.

= The DD system model must have sufficient memory to suppart the active tier storage capacity
of the new enclogures.

= [ata migraton is not aupported for disks in the system contraller,
. : | Do not upgrade DD OS until the in-progress storage migration is complete,

+ Storage migration cannot start when the file system is disabled or while a DD OS5 upgrade |s in
progress, ancther migration is in progress, or 8 RAID reconatruction is in progress.

(i)| Note: if a storage migration is in progress, 8 new storége migration licenze is required to
SLAFT B Néw Storage migration operation atter the in-progress migration completes. The
presence or ebsance of a storage migration lcense is reported as part of the upgrads
prachech,

# Al gpecified source enclosures must be In the same ter {ective).

= Thare can be only one disk group in each gource enclosure, and all disks in the disk group must
b installed in within the sams enclosure,

= Al disks in each destination enclosure must be of the same type (for example, all SATA or gl
SAS).

= After migration beging, the destineticn enclosures cannct be removed.

* Source enclosures cannot be removed until migration is complete and finalized.

s The storage migration duration depends on the system resources (which diffar for differant
gystem models), the aveilabiity of system resources, and the data quantity to migrate. Storage
milgration can take days or weess To complate,

DS60 shelf considerations

The DSE&D dense shelf can hoid 60 disks, allowing the customer to use the full amount of space in
the rack, The drives are accessed from the top of the shalf, by extanding the shelf from the
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cabinet, Due 10 the weight of the shelves, approximately 225 bs when fully loaded, read this
section belore proceeding with a storage migration o DS6E0 shalves,

Be aware of the following considerations when werking with tha DSB0 shelf:

* Storage migrations are not supported when the source DSEQ shelves contain & TH drives.
* Loading shelves at the top of the rack may cause the shelf to tip over,

* Validate that the floor can support the total weight of the DS6E0 shalves,

= Validate that the recks can provide encugh power to the DSE0 shelves.

* When adding more than five DSB0s in the first rack, or more than six DSEOs in the second
rack, stabilizer bars and a ladder are required to malntain the DSAD shelves.

Viewing migration status

DD System Manager provides two ways to view storage migration status.
Procedure

1. Select Hardware > Storage.

In the Storage ares, review the Storage Migration Status ine. IT the status is Mot Licensed,
you must add a license before uging any storage migration features. If the storage migration
license is installed, the status can be one of the Tollowing: None, Starting, Migrating, Paused
by User, Paused by System, Copy Completed - Pending Finslization, Finalizing, Failed during
Copy, or Failed during Finaize.

2. [f e storage migration is in progress. click View Storage Migration to view the progress
diatogs.

(i) | Note: The migration status shows the percentage of blocks transferred. In & system
with mamy free blocks, the free blocks are not migrated, but they are included in the
progress indicetion. In this situation, the progress indication will climb quickly and then
slow when the data migration starts.

4. When a storage migration is in progress, you cen also view the status by selecting Health >
Joba,

Evaluating migration readiness

You can use the system to evaluate storage migration readiness without committing to start the
migration,

Frocedure
1. Install the destination enclosures using the Instructions In the product installation guides.
2. Select Administration » Licenses and verify that the storage migration license s instelled.
3. If the storage migretion Bcense ls not installed, click Add Licenses and add the license.
4, Select Hardware > Storage, then chck Migrate Data.

B. Inthe Select a Task dialog, select Estimate, then click Next,

E. Inthe Select Existing Enclosures dialog, use the checkboxes to select asch of the source
anclosuras for the storage migration, then click Next,
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In the Select Mew Enclosures dialog, use the checkboxes to select each of the destinetion
enclosures for the storage migration, then click Next.

The Add Licenzes button albowe you to add storage licenses for the rew enclogures as
naeded, without interrupting tha currant task,

In the Review Migration Flan dislog, review the estimated migration schedule, then click
Maxt.

Review the precheck results in the Verify Migration Preconditions dialog, then click Closs,

Results
It ary of the precheck tests fall, resolve the issue before you start the migration.

Migrating storage using DD System Manager

The etarage migratien process evaluates syetem readiness. prompts you to confirm that you want
to etart the migration, migrates the data, and then prompts vou to finalize the process.

Frocadurs

%
2.
. 3

0.

Imstall the destinetion enclosuras using the instructions In the product installstion guides.
Select Administration > Licemses and verify that the storage migration license s installed,
If the storage migration leense is not installed, click Add Licenses and add the license.
Select Hardware » Storage, then click Migrate Data.

In the Selact a Tesk dislog, select Migrate, then click Next.

In the Select Existing Enclosures dialog, use the checkboxes to sslect sach of the source
enclosures for the storage migration, than click Next.

In the Select New Enclosures dialog. use the checkibowes 1o sakect each of the destination
enclosures for the storage migration, then click Next,

Thie fdd Licenses button allows you 1o edd storege llcenses for the new enclosures as
needied, without interrupting the current task.

In the Review Migration Plan dislog, review the estimated rrigration schedule, then click
Etart

In the Start Migration dialog, cick Start.

The Migrate dialeg appears and updates during the threo phases of the migration: Sterting
Migration, Migration In Pragress, end Copy Complete.

Whan tha Migrata dialog title displays Copy Compiete and a filesystem restart is acceptable,
click Finalize.

{D Mote: This task restarts the filesystem and typécally takes 10 10 15 minutes. Tha System
is unanvailable during this tirme.

Results

Whian the migration finalize tesk o complate, the gystem i using the destination enclosures and
the eource enclosures can be removed.
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Storage migration dialog descriptions

Tha DD Systam Mansger dialog descriptione pravide additional infarmation on storage migration,
This infarmation is also available by clicking the help ieen in the dialogs.

Select a Task dialog

The cunfiguration in this dialog determines whether the system will evaluate storage migration
readiness and stop, or evaluate readiness and begin storage migration,

Select Estimate to evaluate system readness and ston.

Select Migrate to start migration after the system evaluation, Between the system evaluation and
tha start of the migration, o dialog prompts you to confirm or cancel the sloraga migration,

Select Existing Enclosures dialog

The configuratian in this dislog sslects sither the active or the retention ter and the source
enciosures far the migration.

Thie Existing Enclosures list displays the enclosures that are eligible for storage migration. Select
the checkbox for each of the enclosures to migrate. Click Next when you are ready to continue.

Select New Enclosures dialog

The configuration in this dialog selects the destination enclosures for the migration. This dialog
also displeys the storage license status and an Add Licenses button,

The Available Enclosures list displays the enclosures that are elighle destinations for storage
migration, Select the checkbox for each of the desired destination enclosures.

The license status bar represents all of the storage licenses Instabed on the system. The green
portion represents licenses that are in use, and the and clesr portion represents the licensed
storage capacity available for destination enclosures. If vou need to install additional licenses to
support the sslected destination controllers, click Add Licenses.

Click Next when you are ready to continue.

Review Migration Plan dialog

This dislog presents an estimate of the storage migration duration, organized according 1o the
three stages of storage migration.

Stage 1 of the storage migration runs a series of tests to verlfy that the system is ready for the
migration, The test results appear in tha Verity Migration Preconditions diakog.

During Stage 2, the data is copied from the ssurce enclosures to the destination enclosures. When
a large amount of data Iz present, the copy can take days or weeks to complete because the copy
takes place in the hackground, while the system continues to serve backup clierts, A setting in the
Migration in Pragress dialog aliows you to change the migration priority, which can speed up or
slow down tha migration,

Stage 3, which is manually initiated from the Copy Complete dialog, updates the system
configuraton 1o use the destination enclosunes and removes the configuration for the source
contrallers. During this stage, the file system is restarted and the system is unavailable to beckup
clients,
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Verify Migration Preconditions dialog

This diglog displays the resuits of the tests that execute before the migration starts,

The following st shows the test sequence and provides additional information on each of the
teais.

P1. This system's platform [s supported,
Chider DD system models do not support storage migration.
FZ. A storage migretion Boense (s available.
A gtorege migration license is required,
P3. Mo othar migration s currently running.
A previous storage migration must complete bafore you can start another,
P4, The current migration request is the same as the interrupted migration reguest.
Resume and complete the intarrupted migration,

PE. Check the disk group layout on the exdating enclosures.
Storage migretion requires that each source enciosure contain onty one disk group, and all the
disks in the group must be in that encosane,

PE. Verify the final systam capacity.
The total system capacity sfter migretion and the removal of the scurce enclosures must ot
exceed the capacity supported by the DD system model,

F7. Varify the replacemant anclosuras' capacity,
The usable copacity of the destination enclosures must be grestar than that of the sourcs
enclosures,

P8. Source enclosures are in the same active tier or retention unit.

The system supports storage migration from glther the active tier or the retention tier. It does
not support migration of dats fram both tiers at the same timea.

P4, Sowrce anclosures are not part of the head unit.

Although the systam controller is listed as an enclosure in the CLI, storsge migration does not
suppart megraticn from disks ingtalled im the system controllar,

P10. Replacamant anclosuras are addable to storege.

All disks in sach destination enclosure must be of the same type (for example, all SATA or all
SAR).

P11, No RAID reconstruction is occurring in the source controdlers.
Storage migration cannat start white a RAID reconstruction is n progress.

2. Source ghell belongs to a supported tiar,
The source disk enclosure must be part of a tier supported on the migration destination.

Migration progress dialogs

This series of dialogs presents the storage migration status and the controls that apply at each
stege.

Migrate - Starting Migration
During the first stage, the progress is shown on the progress bar and no controds are avaliable,
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Migrate - Migration in Progress

During the second stage, data |e eapied from the source enclogures to the destination enclosures
and the prograss is shown on the progress bar. Bocause the data copy coan take days or woeks to
complete, controls are provided so that you can manage the resources wsed during migration and
suspend migreticn whan resources sre nesded for other processes

¥ou can click Pause to suspend the migration and later click Resume to continue the migration.

The Low, Medium, and High buttons define throttle settings for storage migration resource
demands. A low throttle setting gives storage migration a lower resource priority, which resufts ina
slower migration and requires fewer system resources. Conversely, A high throttie setting gives
storage migration a higher resource priority. which results in a faster migration and requires mare
system rescurces. The medium setting selects an intermediate pricority.

Yeu do not have to leave this dialeg open for the duration of the migration, To check the status of
the rigratisn after closing this dislog, select Hardware > Storage and view the migration status.
Tereturn to this digleg from the Hardware/Storage page, click Manage Migratien, The migration
progress can alse be viewed by selocting Haalth > Jobs.

Migrate - Copy Complete

When the copy is complete, the migration process waits for you to click Finalize, During this final
stage, , which takes 10 to 15 minutes, the filesystem s restarted and the system is not available. It
i8 B good practice to start this stage during a maintenance window or a perlod of low system
activity.

Migrating storage using the CLI

About this task

A migration simply requires mowving &l of the allocated blocks from the blocksets formatted aver
source DGs (e.g., source blocksets) to the biocksets forrmatted over destination DGs (X1
destination blecksets), Onca all of the allocated blocks have been moved from the source
blocksets, those blecksets can be removed from the file system, their disks can be removed from
their storage tier, and the physical disks and enclosures can be remowed frem the DDRE,

E.iimm: The preparation of new enclosures for storage migration is managed by the storage
migraticn process. Do not preépare destination enclosures as you would for an enclosung
addition, For example, use of the {1 le=vs expand command ks appropriate far an enclosure
addition, but this command prevents enciosures from being used as storage migration
destinations.

A DSEQ disk shelf containe four disk packs, of 16 disks sach, When a DS60 shelf is the migration
source or destingtion, the disk packs are referenced 88 eanclosuce: pack, In this exampla, tha
sourcs is anclosure 7, pack 2 (7:2), and the destination is enclosure 7. pack 4 (7:4).

Procedure
1. Install the destination enclosures using the instructions in the product inetallation guides.
2. Check to see if the storage migrecion feature license s installed,
% elicensa show

3. IT thie license is not instalied, update the elicense to edd the storage migraton featurs
licanse

# =licanses gpdate

4, “Wiew the disk states for the scurce and destination disks,
& disk show state

The source disks ghould be in the active stata, and the destiration diske ehould be in the
unknawn stats,
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Storage Migretion

E.  Rum the storage migration precheck command to determing if the system is ready for the
migration,
f ptorage migration precheck source-snclosures Tid destinaticn-enclosuras
Tid

B, Wiew the migration throttle setting.
etorage mligratlon optlion show throttle

7. When the system is ready. begin the STOrage migraton.

# storage migration start source-enclosures T:i2 destination-enclosures 7:i4

8. Optionally, view the disk states for the source end destination disks during the migration.

¥ disk show stateo
During the migration, the source disks should be in the migrating state, and the destination
digks should be In the destination state.

9. Rewlew the migration states as nesded.

H storage migratlon STAaTus
10, View the disk states for the source and destination disks,
d disk show state
During the migraticn, the source disks should be in the migrating state, end the destination
digka should be in the destination stats,

1. When the migration ig complete, updata the configuration to use the destination enciosures.
Mote: This task restarts the file system and typically takes 10 to 15 minutes. The systam
iz unavailable during this time,

gtorage nigration Einalise
12. I you want to ramova &l deta from each of the source enclosuras, roamove the data now.
storage sanitize start ecclosure <enclosare—ids[:<pack-id>]
(1) | Note: The storage sanitize command does not produce a certified data erasure. Dell
EMC offers certifled date eresure as & service. For more infarmation, contect your Dell
ERAC represantative,
13, View the disk states for the scurce and destination disks.
# disk show state
After the migration, the source disks should be in the unkrown state, and the destination
disks should be in the sctive state.
Results

When the migration firalize task is complete, the systemn is using the destination storage and the
BOUrCE StOrage can be removed.

CLI storage migration example

eliconse show

f elicenss show
Faatura licenszas:
iff Feature Count Mode Expiration Date

o e o i e S D D S NSRS O R s o e s, s
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Snoeage Migratien

3 o"Weblfyidg ho SERer mAGFAtien T8 FUMELEE . v ravr anvn dda rome e e e B
1-"Warifying regeest matches interruptad migration.iscssissssssasssnrnnsasonsEASS"
5 "Werifying data Tavout on bhe S6uree SRElVES. v cesiare snannmridonn s s ers BHG
& "rerifving final system capaciti. . s.-- e e e S R T
Tomrar i o deatd mat lom Eapan b v i p i mpn F e kR R R S a . + EREEY
B "verifying source ahelwes belong to sanpe tieCiresrrieanvrasrressarrarrnsreess PASE"Y
9 "arifving enclogore 1 1 not gaed 88 BOWEDA. e 5 bemis sblsabataalaaads i, +« ERES"

10 "Werifving destination shelves are addable To BTOXAGE. v venaanensn ey woy DRSE
11 "rerifving no RAID reconstevckien is going on in =source sheliws . . .. ... 0...PAS8"
Migrabion pre=-chesk PASSED
Expected tine to migrate datad B hes 33 min
storage migration show history

Fgure 9 storage migracion show history

TE  Bouzoa BouTte Enclomise  Test :ﬁ:ﬂ,ﬂﬁH-L e ‘Eait Tiee Ers Tioe
 mwdE——— ETE T - - .= - “
4 e e . L Plealises  Bat Ruy @ 1DLABIT 203 Meeodag 10 1LiA8AE 3518
PR 1] m :.: m Fimaliued ’m'h.tmﬂﬂ m= bt IS
L 1 - i il 1 st il | i 0 e Lk ¥
it Emelopure 0 ¥0 BLOTEVION @TATT Tind,
storage migration start
fatorage migration atert source-enclopures 2 deatinatisn-enclosures L1
Source enclopadres;
Disks Count bisk Oimk Enclosure Enclosurs
aroup Biza Modal Berial Ho.
2.1=2715 o dgl 181 Wik EG30 REMOQ131103820
Total scurce dlak sipe: 27,29 TiB
Dastination enclosures:
Disks Count  Tisk Bisk Ernclosure Encloaure
Grogap Size Kodel Serial ¥o.
i e e - R 1 unknewn 931.51 GiB E830 APMO01111036840
Total destinstion disk size: 13.649 TiB
Expected Eime to mlgrate data: 94 hrs 40 min
=4 Brorage mligratlion once started cannot be abacted. :
Existing data on the destipation ahelves will be overwritten.
o you want to cootinoe with the nigration? (yes|nod [poli yes
Perferning migration pre-check:
L Verifying platform Bupporbticeessrasricnarrnatrarnsrasros Ha ik el R ks PR
2 Verlfylong valid storage migration license sXidES cosoranmabeasinndimas vus ) EASS
3 Verlfyving no other migracion is ronnlng, ... .- o e A R B R R A ot R
i Verlfylng request matches interrupbed RIQEAtion. .. .. rerrrsrovieeans s b ha v ERES
5 verlifying deta layout on the source shalwea, ... cernrraasarrersaascnas «.s . PAEE
& VarkFping Cinal gyetam capeoity. o oo oL i e e S e e LN
R [ BATL Y T A R LT e o e e e SR e e e e e + vBRES
8 Verifying soorce shelyes belofg B0 28mE LLeT. .o ivenisnesenanensasirassas) PGS
9 Verifying enclosore 1 iz not used AR SOUTCE. ccarvasassasssanansaa pen s s PG
10 Verkfying destinacion shelves are addable to sterage, - ..... ... .. .._.._ ., BH5S
11 ¥erifwing ng RAID reconstruction is going on bn soorce ahbelves. iisweewss s FRES

Migration pre-check PASSED

Storage migration will resarve space in the filesystem to migrate data.
Space resecvacfion may add up Eo an hodr or more based on SySlem resJuULces.
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Etorage Migration

ftorage migraticn process inltiated. I
Check storage migration status to monitor progress.

storage migration status

Figure 10 sLorage migration status

disk show state, migration in progress
Figure fidisk show stace, migration in progress
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storage migration finalize

Figura i =toreg= migration finalize

disk show state, migration complete
Flgure1B disk show state, migration cimplets

(@) | Nate: Currently storage migration is only supported on the sctive node, Storege migration s
* |not supported on the stendby node of an HA cluster.
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CHAPTER 12

Metadata on Flash

This chapter includes:

Owervibw of Matadata on Flash (MDuF} ................... e we 288
S50 cache ll:nrulng mdnq:a:lty ot v i i Bt bt Ll e i o S s M
25D cache lhf lw'l:um numg:n-rmm S e DA B OO S B S R Sk
580 alerts... bR TR s A NE S A R iacp AR
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MesaLaciats an Fasn

Overview of Metadata on Flash (MDoF)

MDoF creates caches for file system metadata using flash technologies. The S50 Cache is a low
latancy, high input/output operations per second (IOPS) cache to sccelerats metadata and data
ACCRss,

@ |Nntu: The minimum software version required is DD OS 6.0.

Caching the file system metadata on S50= improves 170 performance for both traditional and
random workloeds,

Far traditional worklceds, cffloading random access to metadata from HODs to SSDs allows the
hard drives to accommodate streaming write and read requests.

For random warkloads, 550 cache provides low latency metadats operations, which allows the
HDD= to earve data requests instead of cache requests.

Read cache on S50 Improves random read performance by caching frequently sccessed data.
Writing data to NVRAM combined with low latency metadata operations to drain the NVRAM
faster improve random write latency. The absence of cache does not prevant file system
cperation, it only impacts fie system performance,

When the ceche tier is first created, a file system restart is only required If the cache tier is being
added aftar the file system is rurming. For new systems that come with cache tier disks. no file
EyBI2M restart i required if the cache tier is created before enabling the file system for the first
time. Additional cache can be added to a live system, without the need to disable and enable the

tile systam.

One specific condition with regard to S50 is when the number of spare blocks remaining gets
close to zaro. the S50 enters a read only condition. When a read ondy condition occure, DD 08
treats the drive as resd-only cache and sends an akert,

MDoF is supported on the following systems:
= DDE300
= DDEB
= OGO
= DD3300
=  DDI400
«  DDO500
= [DGR00
=  DDE300

= DD VE instances, including DD3300 systems, in capacity configurations of 16 T8 and higher
(S50 Cache Tier for DD VE)

SSD cache licensing and capacity

Depending on your system model, the 550 cache feature will either be enabled by default with no
naed for a license, or it will require an ELMS license to enable

The following table describes the various S50 capacity and licensing requirements for the
supported systems
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Table 122 S50 capacity ard Econsing requirements

hdatadata on Flash

Fodel bemory Humber of 330s | 330 capacity License required Ensbled by defesult
Do&E300 4E GE (Ha=a) (1 BO0 =B Y H
86 GB 2 1600 GB ¥
[ Expanced)
DOERDD 192 GH 2 1600 GE ¥ M
(Basa)
162 GB 4 3200 GH Y Bl
(Expanded)
Dosacg 288 38 a 5840 GH M ¥
D300 192 GB B 4000 GB N
(Base)
284 8 E 5400 5B ¥ N
(Expandad)
DCg400 576 GB B 189200 GB M B |
bioae00 258 GB B G400 GB N
{Base)
512 GB 18 12000 GB Y ]
[Expandad)
Doga00 256 GB B 6400 GB ¥ N
(Base])
76H GB 5 12000 GB ¥ M
[ Expandad)
DDZa00 1152 GB g+ SB400 GE8 i Y
520 Cache Tier for DD VE
00 VE instances and 0D3300 syetems do nat reguire & beense for the 850 Cache Tier. The
maxirum sapparted S50 capacity (2 1% of the Active Tier capacity.
The following table describes the various 330 capacity lcenses and the 550 capacities tor the
[giviEn sysTam;
Tabie 123 DD vE and DD3300 550 capacity
Capacity configuration Maximum S30 capacity
Do WE 16 TE 160 ZH
DVEZ2TE 320 GB
CDVE4RB TR 480 G2
COVEEB4TE 640 &3
COVESETE 8&0 GB
DO3300 8 TE 160 GB
DD3300 1B TE 150 GE
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Table 123 DD VE and DOSS00 S50 capacity (continued)

Capacity configuration Maximum S50 capacity
DO3300 32 T8 520 G8
SSD cache tier

The 550 cache tier pravides the 550 cache atarage for the file syetem. The fle syvetem draws tha
required storage from tha S50 cache ter without active irterwention from the user,

SSD cache tier - system management
Be aware of the following considerations for S50 cacha:

Whaen 55De are deployed within a controller, those S50s are treated as internal root drives.
They display s encloeure 1in the cutput of the =t crace show all command.

Manage individual 5505 with the <. sk command the same way HODs are managed,

Run the s-orane add command to add an individusl 330 or S50 enclsure to the S50 cache

tier.

The 520 cache tier space does not meed to be managed. The file system draws the required

storage from the S50 cache tier and ghares it amoeng its clients.

The filesys create command creates en S50 volume if SSDs are available in the system.

(i) Note: If S5Ds are added to the system later, the system should sutomaticaly creste the
55D volume and notify the file systam. S50 Cache Manager notifies its registerad clients
50 they can create their cache objects,

If the 530 velurme contains only one active drive, the ket drive to go offline will come back
online if the sctive drive is removed from the system.

The next section describes how to manage the S50 cache tier from DD System Manager, and with
the DD OS CLL

Managing the SSD cache tier
Storage configuration features allow you to add and remove storage from the S50 cache ther.
Procedure

1. Select Hardware > Storage > Overview.
2, Espand the Caehe Tler dialog.
3, Clck Configura,

{7} | Mote: The licensed capacity bar shows the portion of licensed capacity (used and
ramaining) for the installed enclosures,

4, Select the checkbax for the Shelf to be added.
6. Click the Add to Tier button,
6. Click OK tc add the storage.

() |Mote: Te remove an scdded shelf, salect it in the Tier Configuration list, click Remaove
from Configuretion, end click OK.
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CLI Equivalent
When the cache tier 5505 are installed in the head unit:
8. Add the 550 to the cache tier.

# mstorage add disks 1.13;1.14 tier cache
Chacking storage requiraments. . .donm

fdding disk 1.13 to the zache Eler. ..dans
Ppdating aysces information...dons

oisk 1.13 succeaafully addad ta tha cache tiar.
Chacking storaga regquiroments. ..

done

Adding dis% 1.14 to the cache tier...done
Opdating systen informetion. ..done

Disk 1.14 succeasfully added to the cashe tiec,
b. Verfy the state of the newly added 3505,

¥ disk show atata
Enclo=urs bDisk

3Rl SREE T A -8 'IEEY 1L 1% 14010
1 g R M T e 0 ST L B - [ (B - i - b e
z 7 S SN T N B O i @ e | TG R (| R
3 [ | S | S v IERS 6 IS u A ¢ e I I Y S P F R W
Legend  Stace Count
. In Dae Clsks E
L Zpare Dimks &
bl frailable Disks 2
1}

Unknown Disks 30

= LER Y

Total 44 diska

‘Winen the cache tier S5038 are instelled in an extarnal shelf;

a. Verity the system recognizes the S50 shelf, In the example balow, the S50 shelf is

anclosure 2.

# disk show stats
Enclosura Plsk

Row{disk=id} L2 3 -4 5 & 7 @ ‘9 1031 12 13 14 15

et o L s L n

LS R =)

<

1 I F R
z | S H-E S = = C= o
3 . . . . a a i a a i a a
L] el el (r i e e e D, Y,
5 i DR ot e, i TR A R | | L, S L
£ e, TCRRET Rl e 1 IR IR T B - U | L R, | R
7 W R T e i AR A
i e, AR ot aptes IS TRE B - B, - R,
) e ey - Theen, 0, |, R B - R et S I
10 | === | | | SErh
| Pack 1 | Fack @ | Fack 3 | Fack 4
EfdB=50) |* ¥ ¥ | W ¥ |¥ W ¥ |%v ¥w
D{37=48} |w w ‘@ |wiap o |w o wr |w v W
Cy2o=3&k % % v i vy ooy " v W
EL3=Z4) | W[ Ry g sy o e o W
AT=E3) s e e e e Y W N
| | = =1} el
11 AR T TRRE TS S TR L I R e B | B
£2 - Lo g 1 e g g e L LR g ¢ 3R g
L3 iyt e e Gtk (RS | Bl (el " A o e, R

EoRE S S S -

eedcg g |
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Motadata on Flash

3 AT Caoun
15F ERS E i
Avallable Disks 5
- =
] W L L E
T
= T "

- g et BT T e PR

]

b, Kdentify the shelf ID of the S50 shelf, SS0s will display as 525-550 or SATA=220 In the
I"vpe Codummn
# disk show hardears

Figure 14

c. Add the 550 shelf to the cache tier
H storage add anclosure 2 tier cache

ar tler Enclosure 2 success? 1y added
e Foirmat i
soessfnlly sddeds 2 donn
d, Verity the state of the newly added 5505
¥ disk show stata
Enc | a0 e ¥
B i -} iflal L 2 L] 1 : E B 1 L1 14 =
y ; : o :
| -4 ... |.|- 1) i 1
£ rAdg— . viow |4 . ¥ |
e g el v om W |
L. e i ! T ' '
i StaLE 1]
T Ay i Jlak
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SSD alerts

Metadats on Flash

1] Onkrawn Olaks g
- Hot Installed Chisks 7

L P T e e e e R N NS

Total 23! disks
Teramaova a cortroller-maunted S50 from the cache tier:
# storage remove digk 1.13

Removing disk 1.13. . .done
Opdating syatem informatlon...done
Dasmlk 1.13 succasalully ramovad.

Toremove an S50 shalf from the system:
# storage remove encloguce 2

Remowing enclosure 2. ..Enclosure 2 successfully removed.
Updating system information...done

Successfuly removed: E done

There are three alerts specific 1o the S50 cache ter.
The S50 cehce tier alerts ara:

Licersi

If the fiﬁwm ig enabled and less physical cache capacity present then what the licanse
permits is configured, an alert is generated with the current 350 capacity present, and the
capacity Roansa. This alert i classified as 8 warning alert. The absance of cache does not
pravent file systam operation, it only impacts file system parformance, Additionsl cache can be
added to a live system, without the need 1o disable and enable The file system.

Read only condition
‘Whan the number of spare blocks remaining gets close to zero, the S50 enters a read only
condition, Whern a read only condition oocurs, DD 05 treats the drive as read-anly cache.

Alert EVT-2ToRAGE-00001 displays when the 55D is in & read-only atate and should be
replaced,

S50 end of life

Whan an 550 reaches the end of its lifespan, the system generates a herdware failure alert
identifying the locetion of the S50 within the S50 shelf, This alert is classified as & critical
alert.

Alart EYVT-3TORAGE-D00 16 displays when the EOL counter reaches 98 The drive is failed
proactively when the ECOL counter reaches 99.
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CHAPTER 13
SCSI Target

This chapter includes:
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SCSI Targat

SCSI Target overview

SCEI (5mall Computer System Interface) Target is a unified management daemon for all SC5I
gervices and traraports. 5C51 Target supports DD VTL (Virtual Tepe Library), DD Boost owver FC
(Fibre Channed), and vDisk/ProtectPoint Block Services, as well as anything that has a target LUN
(loglcal unit rumiber) on a DD system.

SCSI Target Services and Transports

The SCE| Target deemon starts when FC ports are present or DO VTL is licensed. It provides
unitied managamant for all SCSI Target servicesand transports.

* A gervice Is anything that has a target LUN on a DD system that uses SCS| Terget commands,
such as DD VTL (tape drives and changers}, DD Boost over FC {processor devices), or vDisk
(virtual Disk Davice).

* A fransportenables devices to bacome visible to inftiarars

* An imittafor is a backup client that connects to a system to resd and write data using the FC
protocol, & specific initiator can support DD Boost over FC, vDisk, or DD ¥TL, but not all thres.

*  Oewices are visible ona SAN (storage area network) through physical ports. Host [nitiators
communicate with the DD system through the SAN,

* Access groups manage sccess between devices and Inktlators.

* An endpoitt |3 the [ogical target on a OD system to which an initiator connects, You can
disable, ensble, and rename endpoints. To delete endpointa, the assoclated transport hardware
mMust no longer exist. Endpoints are automatically discovered and created when a nsw

Iransport connection occurs. Endpoints have the following attributes: port topology, FCF2-
RETRY status, WWFN, and WWHR,

«  MPV(N_port ID Virtualization) ks an FC featurs that lets multiple endpoints share & single
physical port. NPIV eases hardware requirements and provides faflover capabilitios.

* InDD OS 6.0, users con specify the sequence of secondary system addresses for failover. For
example, |f the system specifies On, Ob, 1a, 1 and the user specifies b, 1a, On, Ob , the user-
spacified sequence Is used for failover. The acaltarget endpoint show detailed
command displays the user-specified sequence.

Only one initiator should be present per access group, Each access group is assigned & type (DD
VTL, vDisk ProtectPoint Block Services, or DD Boost aver FCI.

SCS5I Target Architectures - Supported and Unsupported
5C3I Target supports the following architectures:

* DD VTL plus DO Boost over FC from different initiators: Two different initiators (on the
same of ditfferent clients) may access 8 DD eystem using DD WTL and DD Boast over FC,
through the same or different DD system target endpoints.

* DDVTL plus DD Boost over FC from one initiator to two different DD systems: & single
initistor may acoess two different DD systems using any service.

SCS5l Target does not suppart the fallowing architecture:

« DD VTL plus DD Boost over FC from one initiator to the same DD system: A single |nitiator
rriay not access the same DD system through differant services.
Thin Protocol

The thin protocol is & lightweight deemon for WDisk and DD VTL that regponds to SCS1commands
when the primary protocol can't. For Fibre Chennel envirorments with multiple protocols, thin
protocol:
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S5 Target

*  Provents initlator hangs

= Provents unnecessary Initlator aborts

=  Prevents Initiator devices from disappearing

«  Bupports a stendby mode

*  Supports fast and early discoversble devices

* Enhances protocol HA bahavior

= [ossn't reguire fast registry atcess

For More Information about DD Boost and the scacitarget Command {CLI)

For more information about using DD Boost through the DD System Manager, see the related
chapter in this book. For other types of information about DD Boost, see the DD Boost for

OpenStorage Administration Guide,

Thiz chapter focuses on using SC8I Target through the DD System Maneger. After you heve
become familisr with bagic tasks, the =cscitarget command in the DO 8 Command Rerfarance
‘e provides mare advenced menagement tasks,

Vhan there is heayy DD VTL traffic, evold running the scsltargel group uss Gammand,
which switches the in-use endpoint lsts fior one ar more SCSE Target or vdisk devices Ina group
between primary and sacondary endpoint lists,

Fibre Channel view

The Fibre Channel view displays the currant status of whether Fibre Channael andfor MBIV iz
engbled. It alao displays two tabs: Resources and Access Groups, Rasources inchude ports,
endpoints, and inftistors. An access group holds a collaction of initistor WWPNs [worldwide port
namas) or aliases and the drives and changers they are allowed to sccess.

Enabling NPIV

MNP (M_Port ID Virtualization). is a Fibre Channa! feature in which multiple endpoints can share a
single physical port. NPIV aases hardware requirements and provides endpoint falover/ failback
capabilities, NP Is not configured by default; you must erabla it.

dbout this task
rjjimuta; NP1V is enabled by default in HA configuration,

MFIY provides simplified muitiple-system consalidation;

= MBI is an ANSI| TN standacd that allowe a eingle HEA phyeical port to register with & Fibre
Chanmnel fable eeing multipls WWPNs

»  The wirtual and physicsl ports have the geme port properties and behawve exactly the same.

# There may be m:1 relstionships betwesn the endpaints and the port, that s, multiple endpeints
can share the same physical part.

Specifically, enabling NPIV enables the following features:

s  Multiple endpoints are allowed per physical port, sach using a virtual (NPIV) port. The bage
port is 8 placeholder for the physical port and is not associated with an endpoint,

s« Endpoint failover/fallback & sutomatically enabled when using MPIV.
(i) | Mote: After NFIV is enabled, the "Secondary System Address® must be specified at each
af the endpaints. If pot, endpoint fallover will not occur.

s pultiple DD systems can be consolidated into a single DD system, howewer, the numbsr of
HBAs ramains the sama on tha single DD system,
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The endpaint faliover s triggered when FC-55M detects when a port goes from onding to
offiine. In the case where the physical port is offiine before scsitarget is enabled and the port is
still offfire after scsitarget i enabled, 8 endpoint fallover is not possibie because FC-SSM does
not generste a port offline event. IT the port comes back online and auto-failbeck is anabled,
arry falled over endpoints that use that port &s & primary port will fall-back to the primary part.

The HA feature requires NPIV to mave WWNs between the nodes of an HA pair during the failover
Process,

@

Mote: Before enabing NPIV, the following conditions must be met:

* The DD system must be running DD OS 5.7 or higher.

* Al ports must be connected to 4Gh, BGh, and 16 Gb Fibre Channel HBA and SLIC.
* The DD system ID must be valid, that is, it must not be 0.

In addition. port topologles and port names will be reviewed and may pravent NPV from being
enabied:

" NPV s allowed if the topology for o ports is loop-preferred,

* NP1V is allowad if the topology for somwe of the ports is locp-preferred:; hawever, NPV
must ba disabled for ports that are loop-only, er you must reconfigure the topology to
loop-preferred for proper functionaiity.

* NPV is not allowed if mene of the ports has a topology of loop-preferred.

*  If port names are prasent in access groups, the port names are replaced with thair
azsocisted endpaint names,

Procadure

. Eslect Hardware = Fibre Channel.

2. Mext to MFIV: Disabled, sstect Ensbile.

In the Enable NPV dialog, you will be warned that af Fibre Channel ports must be disabled
befora NPV can be enabled, If you are sure that vou want to do this. sslect Yes.

CLI Equivalent

a. Make sure {global) NPV s enabled.

# sositarget transport optlion show npiv
ECE1 Taroat Tranaport Options
QEtion YValus

- AP LT, P

npiw digabled

b. It NFIV is disebled, then ensble it. You must first disable all ports.

# scoitarget port disable all
ALl porte succesalfully disabled.
# scritarget transport optiecs set apiv snakled
Enakling FiberChanmel WPIV mode may reguire SEH zoning te
b changed to configure both base port and HPIV WWPNs,
Any FlberCheannel port names used in the access groups will
be converted to thelr correaponding endpoint hems=s bn order
to preavent anbiguity.

Do wou want te continue? (yesine)l (mol:

<. Re-enable the disabled ports.

# scaitarger port enable all
fll ports sooomssfully enabled.

d, Make sure the physical ports heve an NPV setting of “autc™,
f sositarget port show detailed Ja
Oa

Syastem Rddesss:
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f

h.
i

I

k.

SCEl Target

Enabled: Toa

Status: gnline
Transpork: FibBEaCharnel
Operational Status: Hormal

FC HPIV: Enabled |anto)

. Create & new endpolnt using the primary and secondary ports you have selected,

# scelitarget endpoint add tastlalb system-address Oa
primary-syster-address (a secondary-system-addcess Ok

MNaote that the endpoint s disabled by default, so erable it.
# scpitarget endpoint enable testOalb

Theen display the endposint informatian.

# scaitarget endpoint show detailed testDalb
Endpolney testdalib

Current System Address;: O

Primary Systen Address: D=

Secordary Syatem Address: Ob

Enabled: Yea

Stacus: Online

Transport: FibraChannel

EC WWHN: S0:0Z:1B:B0:DE;al:00:91
FC WWEN: SO0 10 B4 08 BE 004 0]

, Zone & host system to the auto-generated WWPN of the newly created endpaint.
g:

Craate a DD VTL, vDisk, or DD Boost over Fibre Channel (DFC) device, and meke thia
device available on the host syatem.

Ensure that the DD device chosen cén be accessed on the hast (read andor written},

Test the endpoint failover by using the "secondary” option to move the endpoint to the
554 (secondary system sddress).

# sositarget endpoint oee testlalh secondary

Ersure that the DD device chosen can still ba accessed on the host (resd and/ of
written). Test the fallback by using the "primary™ option ta move the endgaint back to
the PSA (primarny system address).

§# scaitarget andpoint use testlalb primacy

Ersure that the DD device chosen can still be accessed on the host (resd and/or
written].

Bafore you can disabila NP1V, you must not heve any ports with multiple endpoints.
About this task
{D.|Hnt|: MNPV g required for HA configuration. It is enabled by default and cannct be disabled.

Procadurs

EF

Select Hordware = Fibre Channel,

2. Mext to NPIV: Ensbled. select Disable.

"2

In the Disable NPIV dislag, review any meassages about correcting the configuration, end
whan ready, select OK,
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Resources tab
The Hardware » Fibre Channel > Resources tab displays information about ports, endpoints, and

initiators.
Tabls 124 Ports

Item Description

Systern Addrass Svstem address for port

WWPRN Linigque waridwide port narma, which i a B4-bit identifier {a

BO-Bit value preceded by & 4-Bit Mefwonk Address Authoriy
identifier), of the Fibre Channel (FC) port.

WINNMN Unigue workiwide noda namea, which & a &4-bit idantifiar (=
B0-bit value preceded by a 4-bit Metwork dctdross Avtharity
identifiar), of the FC node

Enablad Port operationad status; slither Enebled or Disabded,

NPTy NPIV status; either Enabled or Disabled,

Link Statug Link status: sither Online or Offline; thet is, whethar or not
theo port i ug and capable of handling traffic,

Cparation Status COperation status: sithar Mormel or harginal,

# of Endpaoints Mumber of endpaints associated with this pore.

Table 125 Endpoints

Ieam Description
Mami Meme of andpaint.
WWPN Unique worldwide port name, which is a 64-bit identifier (a

BO-bit value preceded by a 4-bit Network Adress Autharity
Identifier), of the Fibrs Channel (FC) port.

WM Unigue worldwide node narme, which & a B4-bit identifier (s
B0-bit value preceded by & 4-bit Metwork Address Autfarity
identifier], of tha FC node

Syvstem Address Syetem address of endpoing
Enabled Fort operational state: either Enabiad or Disabded,
Limk: Status Either Online or Offline; that Iz, whather or not the port is up

and cepable of handling traffic.

Table 125 mitiztors

ltam Dascription

Peam Mame af initistor,

Sarvica Sardce suppoert by the intiator, which i sithar DO WTL, DO

Boost, or wilioh,
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Table 126 inltiators (continuad)

htam Dscription

WWFPN Unique worldwida port namas, which is a 64-bit identifier (a
G0-bit valun preceded By 8 4-bit Metwerk dadvess Authonity
identifier], of tha Flbre Channel (FC) part.

WV Unique workdwide node nama, which is a §4-bit identifiar (a
B0=bit value preaceded by a 4=-bit Meowosk dodvess AUEonny
chantifier ), of tha FC node.

Vandor Marma Iritiatar's modal,

COmling Endprints Erdpoints sean by this Initlator, Dispfays none orof£1 ine
it tha Initiator 5 not avadiable.

Configuring a port

Ports are discoverad, and a single endpaint is automatically created for each port, at startup.
About this task
The properties of the base port depend on whether NPTV is enabled:

*  |nnon-MPIY mode, ports use the ssme properties as the endpoint, that s, the WWPHN for the
bage port and the endpoint are the same.

«  |n NP1V mode, the base port properties are derived from detauit values, that is, a new WWPN
Is gererated for the base port and ks preserved to allow consistent switching between NFIV
modes. Alsa, NP1V mode provides the ability to support multiple endpoints per port.

Procadure

Enabling a port
Ports

. Select Hardware > Fibre Channel » Resources.

Under Ports, select an port, and then select Modify (pancil),

in the Configure Port dislog, sslect whether to automatically enable or disable NP1V for this
port.

Far Topology, salect Loop Praferred, Loop Only, Paint to Point, or Default.

For Speed, selact 9, 2, 4, 8, or 16 Ghps, or auto.

Select QK.

rmust be enabled before they can be usad.

Procedurs

1
2.

Select Hardware » Fibre Channal > Resourcas.

Seloct More Tasks = Ports = Enable. |f all parts are already snabled, & mezsage to that
effect is displeyed.

In tha Enable Ports dislog, selact one o mare ports from the list, and select Next,
After the confirmation, select Next to complete the task.
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Disabling a port

You can simply disable a port (or ports). or vou can chose to falover all andpaints on the port {or
ports) to another port.

Prosedurs
1. Select Hardware > Fibre Channel > Resources.

2.
3.
q,

Adding an endpoint

Seloct More Tasks » Ports - Disable.
In the Disable Ports dislog, select one or more perts from the list, and select Mext

Im the confirmation dialog, you cen continue with simply disasbling the port, or you can chose
to feilover all endpoints on the ports to ancther port,

An endpoint is a virtual object that is mapped to a underlying virtual port. In non-NPIV mode (not
evaiable on HA configuration), only a single endpaint is allowed per physical port, and the base
port la used to configure that endpoint to the fabric. When NFIV is enabled, multiple endpoints are
d’ln':ﬁpﬂ physical part, sach using e virtual (NPIV) port, and endpoint failover/failback s
enabled.

About this task
(i} [Mote: Man-MNPIV mede is not avallable en HA configurations. NPTV is enabiled by default and

cannot be disabled.

(i) [Note: In NP1V mede, endpoints:

have a primary system eddress.
may have zero or more secondary systam addresses,

are all candidates for failover to an alternate system address on failure of & port; however,
feilover toa marginal port is not supported,

may b failed back o use their primary port when the port comes back up online.

(T) [Note: When using NPIV, it is recommended that you use only one protocal (that Is, DO VTL

Fibre Channed, DD Boost-over-Fibre Chennel, or vDisk Fibre Channel) per endpoint. For
faiover configurations, secondary endpolnts should also be configured to have the same
protocol as the primary.

Procadura

1.

Sedect Hardware » Fibre Channel > Resources.
Under Endpoints, select Add [+ sgn).

In the Add Endpoint dialog, enter & Mame for the endpaint (from 1to 128 characters). The
field cannct be empiy or be the word "all,” and cannot contaln the characters asterisk ("),
question mark [7), front or back slashes [/, ), or right or left parantheses [(,1].

For Endpaoint Status, select Enabled or Disabled,

if NP1V is enabled, for Primary system address, select from the drop-down list. The primary
system address must be different from any secondary system address.

it MPIV & enabled, for Fails over to secondary system addresses, check the appropriate box
niaxt to the secondary syatem addrasas.

Sefact OK.
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Configuring an endpoint
After you have added an endpaint, you can modify it using the Configure Endpoint dislog.
About this task
Mote: When using NPV, it is recommended that you use only ane protecal (that is, DD VTL
Fibre Channal, DD Boost-ower-Fiorg Channa, or vDisk Fbre Channed) per endpaint. For

fallover configurations, secondary endpoints should aleo be configured to have the seme
protocol 83 the primary,

Procadura

1. Select Hardware » Fibre Channel » Resources.
2. Under Endpoints, sedect an andpoint, and then select Modify {pencil).

5, Inthe Configure Endpoint dialog, enter a Name for the endpaint (from 1t 128 charactera).
The field cannat be empty or be the word “all,” and cannot contain the charecters asterisk
(=}, questian mark (7], front or back slashes (7, %), or right or left parentheses [{,)].

4, For Endpeint Status, select Enabled or Disabled.

B, For Primary system address, select from the drop-down list. The primary system address
must be different from emy secondary system address.

6. For Fails over to secondary system addresses, check the eppropriate box next to the
sacandary system address.

7. Select OK,

Medifying an endpoint’s system address

You can modify the active system address for a 5031 Targe! endpoint using the scsitarget
endpoint modify command option, This ks usefu if the endpoint is associated With & systam
address thaet no longer exists, for example atter o controller upgrade or when a controller HBA
[host bus adapter) has bean moved. When the system address for an endpoint is modified, all
propertes of the endpoint, Inciuding YWWPN and WWHN (waorldwide port and node names,
respectively), If any, ere preserved and are used with the new system address.

About this tesk

Ir the figdlowing example, endpoint ep-1was assigned to system address Ga, but this system
eddress ks no bonger valid. & new controller HBA was added a1 system address 10a. The SCSI
Target subsystem automatically created a new endpoint, ep-new, for the newly discovered system
address, Because only 8 single endpoint can be associated with a given system addrass, ap-raw
must be deleted, and then ep-1 must be assigned to system address 100,

(1) | Mote: |t may teke scme time for the madified endpoint to come online, depending on the SAN
environment, since the WWPN and WWHNN have moved to a different system address. You
may also nead to update SAN zoning to raflect the new configuration.

Procedura
1. Show all endpaoints to varify the endpaints ta be changed:
¥ scsitargec endpoint show list
2. Dizeble all endpoints:
# gositarget endpoint disable all
3. Delste the new, unnecessary endpnint, ap-naw,

{ acEllarger PRRNGEOIRT del Bp-new
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4. Modify the endpoint you want to use, ep-1, by assigning it the new system address 10a:
f scsitarget endpolnt modify ep=1 syatem-address 10a
5. Enable all endpoints;

# Scsltarget endpoint enable all

Enabling an endpaint

Enabing an endpoint enables the port only I it is currently disabled, that is. yeu are in non-MPIV
moda.

Procedure
1. Select Herdware > Fibre Channel » Resources,

2. Select More Tasks » Endpoints > Enable. If all endpaoints are aiready enabled, a mEssags to
that effect is displaved,

3. Intha Enabla Endpoints dislog, select ona or mare endpoints from the list, and sefect Mext.
4. After the confirmation, select Nest to complete the task,

Disabling an endpoint

Disabling an endpoint does not disable the associated port, unless all endpoints uging the port are
disabled. that is. vou are In non- NPV mode.

Procedura
1. Select Hardware = Fibre Channel = Resources.
2. Salect More Tasks - Endpoints > Disable.

5. Inthe Disable Endpoints dislog, select ane or more endpoints from the list, and select Next.
It an endpoint is in use, you are warned that disabling it might disrupt the system.

4, Select Next ta complete the tagk.

Deleting an endpaint

fou may want to deletz an endpaint if the underlying hardware (s no longer available. Howavar, it
the undertying hardware is still present, or becomes available, a new endpoint for the hardware is
discoverad automaticelly and configured based on default values.

Procedura
1. Select Hardware = Fibre Channal > Resources.
2, Select More Tasks > Endpoints » Delete,

3. Inthe Delete Endpoints dislog. select one or more endpoints from the list, and select Mext.
If am endpoint is in use, you are warned that deleting It might disrupt the system

4. Gelect Next to complete the task,

Adding an initiator

Add initiators 1o provide backup clients to connect to the system to read and write data using the
FC (Fibre Channel) protocol. A specific Initistor can support DD Boost over FC, or DD VTL, but not
both. A maxirmum of 1024 initiators can be configured for & DD systam.

Procadurs

1. Select Hardware > Fibre Channel > Resources.
2. Under Initiators, sefect Add (+ sign)
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3 Inthe Add Irstiator dialog, enter the port's unigue WYWPN in the specified format.
4, Erter a Name for the initistor.

5. Select the Address Method: Auto is usad for standard addressing, and VSA (Volume Set
Addressing) is used primarily for addressing virtual buses, targets, and LUNs,

£, Select OK,

CLI Equivalent

ft mopitarget group add Hy Group inditistor My Initiatos

Madifying or deleting an initiator
Bafore you can delete an indtiator, it must be offline and not atteched to any group. Otherwise, you
will get an error meesage, and the initiator will not be deleted. You must celete all initiators inan
access group before you can delete the acoess group, If an inttiator remans visibla, it may be
automatically rediscovered.,

Proceduns

1. Select Hardware = Fibre Channel » Resources.

2. Under Initiators, select one of the initistors. If you want to delete it, select Delete [X). If you
want to modify it, select Modify (pencd) to display the Modify Initiator dialog,

3. Change the initistor’s Meme and/or Address Method [Aute is used for standard addressing,
and WS4 [Volume Set Addressing) is used primarily for addressing virtual buses, targets, and
LLNs.]

4. Select OK

Recommendation to Set Initlator Alisses - CLI only
it is strongly recornmended that nitetor slisses be set to reduce confusion and human arror
during the configuration process.

£ wtl initiator set alias HewAliasWame wwpn 21:00:00:el:8b: %d:0b:ad

# vtl lnitiater show

Initiaktor -Group Sracus W WWEH Port

HewVTL gussial Onlime  20:00:00:e0:8b:%d:0brel 21:00u00:el:foi3d:0bieE fGa
OFfline 20:00:00:e0:6b: 080088 2120000000280 9d:0brall  ED

Initiator Oymboelic Port Hasme BAddress Hetbhod

e g SRS S B

FoedWTL auto

Setting a hard address {locp ID)

Some backup software requires that all private-locp targets have a hard address (koop D) that
does not conflict with another node. The range for a loog 1D is from O 1o 125,

Procedure
1. Select Hardware > Fibre Channel > Resources.
2. Select More Tasks » Set Loop 1D,
3. Inthe Set Loop |D dislog, enter the loop 10 (from O 1o 125, and seiect OK.
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Setting fallover options
You can set options for sutomatic falisver and failback when MPIV |2 anabled.
About this task
Hera is the expected behavier for Fibre Channgl port fallover, by spplication:

* DD Boost-over-Fibre Channed operation |s expectad to continue without user intervention
when the Fibre Channel endpomnts failover,

+ DD VTL Flbre Channel operation is expected 1o be interrupted when the DD YTL Fibre Channal

endpaints failover. You may need to perform discovary (that is, operating system discovery
and configuration of DD ¥TL devices) on the initiators using the affectad Fibre Channel
endpoint. You should expect to re-start active backup and restors operations.

« wDisk Fibre Charnel cperation is expected to continue without user intervention when the
Fibre Channel endpoints failover.

Automatic failback s not guararteed if all ports are disabled and then subsaquently enabled (which
could be triggered by the administrater), as the order in which ports get enabied is unspecified.

Procedurs
Select Hardware > Fibre Channel > Resources.
Solect More Tasks » Set Fallover Options.
In the Set Failover Options dialog, enter the Failover and Failback Delay (in seconds) and

whather to enabie Automatic Failback, and select OK,.
Access Groups tab

The Hardware > Fibre Channel » Access Groups tab provides information about DD Boost and
DD VTL access groups. Selecting the link to View D0 Soost Groups or Wew VTL Groups takes you
to the DD Boeost ar DD VTL pages.

Tabla 127 fccess Groups

Itern Description

Group Nama herme of sCcess group.

Sanvice Servica for this #coess groups ether DO Boost ar DD YTL
Endpaints Endpoints associated with this saccess groun.

Initiaterns Indtiators associated with this access group.

Mumber of Dewvices Mumibar of devices associated with this access group.

Port monitoring

Fort monitoring detects an FC port et system stortup and raises an alert if the port is enabled and
offline.

To clear the alert, disable an unused port using the scsitarget poct commands.
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About DD Boost

DD Boost provides advanced integration with backup and enterprise applications for increased
performance and ease of use. 0D Boost distributes parts of the deduplication process to the
backup sarver or application clients, enabling client-side deduplication for faster, more efficient
backup and recavary.

DD Boost is an optional product that requires a separate license to operate on the protection
system. You can purchase a DD Boost software license key directly from Dell EMC,

()| Mote: A special license, BLOCK-SERVICES-PROTECTPOINT, is avallsble to onabis clients
using ProtectPoint block services to heve DD Boest functionality withaut a DD Boost licensa, I
DD Boost s enabled for ProtectPoint clisnts only—that ig, if only the BLOCK-SEBVICES-
PROTECTPOINT license ia inetallad—the licanse status indicates that DD Boost s enabled far
| ProtectPoint anly.

There are two components to DD Boost: ane component that runs on the backup server and
another that runs on the protection system,

* Inthe context of the NetWorker backup appleation, Avamar backup application and other
DDBoost partner beckup applications, the compenent that runs on the backup server (DD
Boost libraries) is integrated Into the particular backup application.

* Inthe contaxt of Veritas backup spplications (MetBackup and Backup Exec) and the Oracle
RMAMN plug-in, you need to dewnload an appropriste version of the DD Boost plugin that is
instalied an each madia server. The DD Bosst plugin includes the DD Boost libraries for
intagrating with the DO Boost server running on the protection eystem.

The backup application (for example, Avamar, NetWarker, NetBackup, or Backup Exie) sets
palicies that contral when backups and duplications occur. Administrators manage backup,
duplication, and restores from a single console and can use all of the features of DD Boost,
inchuding WAN-efficient replicator software. The application manages all fées (collections of data)
in the catalog, even those crested by the protection system.

In the protection system, storage units that you create are exposed 1o backup applications that
usa the DD Boost protocol. For Verites applications, storage units are viewed as disk poois. For
Netwerker, storage units are viewed as logical storage units (LSUs). A storage unit is an MTres:
therefore, it supports MTree quota settings. (Do not creste an MTree in place of a storage unit.)

Thiz chapter does not contain installation Instruetions; refer to the documentation for the product
wou want toinstall. For exampla, for information about setting up DD Booat with Verltas backup
epplications (NetBackup and Backup Exec), see the 00 Soost for OpenStorage Administration
Guide. For infermation on setting up DD Boost with any other application, see the applcation-
specific docementation.

Additional infermation about configuring and maraging DO Boost on the protection system can
sisc be found In the DD Bocst for OpenStarage Administration Guide (for NetBackup and Backup
Exee) and the DD Boost for Partner imtegration Administration Guide {for other backup applications).

Managing DD Boost with DD System Manager
Accass the DD Boost view in DD System Maneger.

Before you bagin
MF3w3 must be enabled touse DD Boost.
Procedurs
1. Select Dota Management > File System. Yerify that the file system is enabled and running
by checking its state,
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Wiarkireg with DD Boost

Select Protocols » DD Boost,

H you go to the DD Boost page without a license, the Status states thet 0D Boost s not
licensed. Click Add License and enter a valid licanse in the Add License Key dialog box,

m Mote: A special Boense, BLOCK-SERVICES-PROTECTPOINT, is available to anable
clients using ProtectPoint block services to have DD Boost functionality without & DD
Boast license. I DD Boost is enabled for ProtectPeint clients only—rthat iz, if anly the
BLOCK-SERVICES-PROTECTPOINT license Is installed——the license status indicates
thet DD Boost is anabled for ProtactFoint onky.

Lige the DD Boost tabs—Settings, Active Connections, IF Network, Fibre Channel, and
Storage Units—to manage DD Boost,

Specifying DD Boost user names

A DD Booet uzer iz alzo & DD 05 user. Specify a DD Baost usar aither by selecting an existing DD
D5 usar neme or by creating a new 0O OS5 user nama and making that name & DD Boost user.

About this task

Backup applicetions use the DD Boost user nama and password to connect to the protection
syetem. You must configura these cradentials on each backup server thet connects to this system,
The system supports multiple DD Boost users. For complete infarmation about setting up DD
Boost with Veritas NetBackup and Backup Exec, see the 0 Soost for OpenStorage Agminstralion
Guide. Far information on setting up DD Boost with other applications, see the 00 Soost for Parfner

Intagration Administration Guidk and the application-specific documantatian,
Frocedure

1-
2

Select Protocols » DD Boost.
Select Add (+) above the Users with DD Bocst Access list.

Thee Add User dialog appears,

To select an existing user, select the user name in the drop-down fist.
I possible, selest a user name with managemant role privileges set to rone.

To creste ond select o now user, select Create a new Local User and do the following:

a. Entar the new user narme in the User field.

The user must be configured in the backup spplication to connect ta the protection
syEtam,

b. Enter the password twice In the appropriate fields.
Click Add.

Changing DD Boost user passwords

Change & DD Boost user password.
Frocadurs

Select Protocals = DD Boost » Settings.
Salect a user in the Users with DD Boost Access list.
Click the Edit butten (pencil icon) sbove the DD Boost user list.

The Change Pessword dislog eppears.
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4, Erter the password twice in tha approgriate boxes.
5. Cick Change.

Troubleshooting DD Boost usar access issues

D0 Boost uzer iz locked aut

The most common reason 8 user bacomes locked out of the system is that the password expired.
Passwords must be changed at intervals specified by the system administrator (90 days by
default). Reter to KB article 520213 Data Domain: DDBoost user shows locked status far
information on resolving and preventing this Esue.

Removing a DD Boost user name

Remove & user Trom the DD Boost accoss list,

Procedurs
1. Select Protocols » DD Boost » Settings.
2. Belect the user In the Users with DD Boost Access list that needs 1o be remaoved.
3. Click Remave (X) above the DD Booat user list.

Tha Remove User dialeg sppears.

4, Click Remove.
After remaovel, ths weer remains inthe DD O access list.

Enabling DD Boost

Usa the DD Boost Settings teb to enable DD Boost and to select or add a DD Boost usar.
Procedurs

1. Select Protocols = DD Boost,
2, Click Emabile in the DD Boost Status area,
The Enatie DD Boost dialog box ks displayved.

3, Select an existing user name from the menu, or add 8 new user by supplying the namsa,
password, and role.

Configuring Kerberos

A

You con configure Kerberos by wsing the DD Boost Settings tab.
Frocedurs

1. Sedect Protocols » DD Boost » Settings.

2 Click Configure in the Kerberos Mode status area.

The Authentication tab undar Administration » Access is displayed.
(1) Mote: You can alsa enable Karberos by going directly to Authentication under
Administration = Access in System Manager,

3. Under Active Directory/Herberos Authentication, click Configure.

The Active Directory/Karbaroe Authentization dislog box is digplayed,
Choosae the typs of Kerberos Kay Distribution Canter (KDC) you want 1o use:
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« ‘Windows/Active Directory

®

= Linix

Mote; If you select Disabled, MFS clients do not use Kerberos authenticetion. CIFS
clisnts use Weorkgroup suthentication.

Move: Enter the Realm hame, Under Mame, and Password for Active Directory
suthentication,

a. Enter the Realm Name, the IF Address/Host Mames of one to three KDT servers.
b, Upload the kevtab file from one of the KDC servers.

Disabling DD Boost

Disabling DD Boost drops all active connections to the backup server. When you disable or destroy

DD Boost, the 0D Boost FC service i also disablad.

Beafore you begin

Ensure there are ng jobs running from your backup epplicetion before disabling.

About this task

.m1HutE|: File replication started by DD Boost between two restore operations i not canceled.

Pracadure

1. Eslect Protocols » DD Boost.
Z. Click Diseble in the DO Boost Status Brea.
3. Chck OK in the Disable DD Booat confirmetion dislog box.

Viewing DD Eoost storage units

Access the Storage Units tab to view and manage DD Boost storage units.
The DD Boost Storege Unit tab:
# Lists the storepe units and provides the following infermation for eech storage unit:

Table TZE Storage unit information

It Description
Srorage Linft The neme of the storege unit.
Usar The DO Boost user pwning tha storage unit.

Guata Haed Limdt
Last 24 hr Pre-Comp

Last 24 ki Post-Comp

Last 24 hr Comp Ratio

Wisakly Avg Post-Comp

Lagt Wesk Post-Comp

The percentage of hard limit quota used.

The amount of raw dats from the beckup spplication that has
bean wiritten in the [ast 24 hours,

The smount of storage used aftar compression in the last 24
hours.

The comprassion ratho for the last 24 hours,

The avorage amount of comprassed storage usad In the last
Trve wanke,

The average armaunt of comprassed storage used In the last
BN deys,
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Table 128 Storage unét information {cantinuad)

Item Description

Weekdy Avg Comp Ratio The average compression ratio for the st five weeks,
Lagy Week Comp Ratic Thi average compression ratio for the last saven days.

* Allows you to create, modify, and delete storsge units,

* Displays four refated tabs for 2 storsge unit selected from the list: Storage Unit, Space Lisage,
Deily Written, and Data Mavernent.
) |Nm: The Data Movernent tab is available only if an optional Cloud Tier license is installed.

* Takes you to Replication > On-Demand > File Replication when you click the View DD Boost
Replications link.

(i) | Mote: A DD Replicator licensa is required for DD Boost to display tabs other than the File
Repication tab.

Creating a storage unit

You must create at least one storage unit on the protection system, and a DD Boost user must be
assigned to that storage unit. Use the Storage Units tab to creste & storage umit.

About this task

Each storage unit Is a top-level subdirectory of the /data/co !’ directory: there is no hierarchy
among stofage units.

Procadurs
1. Select Protocols > DD Beost » Storage Units.
2. Click Create [+).
The Create Storege Unit dialog box |s displayed.

3. Enter the storage unit name in the Mame box.

Each storage unit name must be unigue,. Storage unit narmes can be up to 50 characters.
The following characters are acooaptable:

*  upper- and lower-case alphabetical characters: A-Z, a-2
*  mumbers: 0-9

¢ embedded space
{1} | Mote: The storage-urit name must be enclosed in double quotes (™) it the name has
an ambedded space.

o comma ()

¢ pariod (L), a5 ong a5 it doas not preceds the naire
+ gxclamation mark (1)

*  numBer sign (#)

+ dodar sign ()

* per cent sign (%)

* plus sign (+)

+ atsign (@)

= aqual sign (=)
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= gmpersand (&)
= gemi-colon (Z)
= parenthesis [[and))
= sguare brackets {[and])
= curly Brackats ({and})
= cargt ()
= filde [~]
= apostrophe (unsianted single quotation mark)
# gingle slanted guotation mark (')
*  minus sign (-]
= unpderscore ()
4, Toselect an existing username that will have access to this storage unit, selact the user
name in the dropdown list.
If possible, select a username with management robe privileges set to nore.
5, Toecrate snd select 8 new Username that will have access to this storage unil, salect
Create a new Locel User and:
a. Enter the naw user name In the User bos

The user rust be configured In the backup application to cannect to the protection
aystem.

b, Enter the password twice In the approgpriate boxes.

B. Toset storage epece restrictions to prevent & storage unit from consuming excess space:
enter either a soft or hard mit quota setting, or both a hard and soft limit. With a soft limit
an alert ks sert whan the storage unit size exceads the bmit, but data can still be written to
it. Data cannot be written to the storage unit when the hard limit is reached.

':Ej Mote: Guata limits are pre-compressed values. To sat quota limits, select Set to
Specific Value and enter the valus. Sslect tha unit of measurement: MIB, GIB, TiB. or
FiB.

{1} | Mote: When setting both soft and hard limits, a quota’s soft limit cannot exceed the
guote’s heerd limit.

T, Click Creata,
E. Repeat the above steps for each DD Boost-enabled system.

Viewing storage unit information

Fram the DD Boost Storage Units tab, you can select a storage unit and access the Storege Unit,
Space Usage, Daily Written, and Data Movemert tabs for the selected storage unit.

Storage Unit tab

The Storage Unit ted shows detalled information for a selected storage unit in its Summary and
@uots panels. The Snapshot pane! shows snapshot detalls, allows you to create new snapshots and
schedules, and provides @ link 1o the Data Management > Snapshots tab.

s The Summary penel shows summarized information for tha salected stocage unit.
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Table 123 Summary panel

Summary item Description

Tt Fles The total number of file Images on the storage unit. For
COMprassion datails that you can downloed to a log file, clck
the Downdead Comgrassion Detals knk. The generation can
Eake up to several minutes. After it has completed, click
Desmiload,

Full Path JdatafoollfFilanane

Status R read; W: write; & quota defned

Pre-Comp Uged Tha amount of pre-compressed storege already used.

» The Guota pane! shows guots information for the selected storage unit,
Tabie 130 Guota panel

Guots item Dascription

Cluota Enforcemant Enabled or dissbde, Chcking Cuota takes you to the Data
Managemant > Guots tab where you can configure quotss.

Pre-Comp Soft Limit Current walue of soft quats sat for the storage unit,

Pre-Comp Hard Limiz Currant value of hard quots set for the storage unit

Quats Summeny Percentage of Hard Limet used,

Ta meodify the pre-comp saft and hard limits shown In the tab:
1. Click the Guota link in the Guots panel,

<. In the Configure Gueta dislog box, enter values for hard and soft quotas end select the unit
of messurement: MiB, GiB, TiB, or FiB. Click OK.

= Snapahots

The Enapshots panel shows informaticn about the starage unit's shapshots.

Tabde 131 Snapshots pansi

Item Description

Total Snapahots The total number of snapshsts croated for this M Tree. A total
af 760 srapshots can be craatad for aach MTres

E=pired The nurrber of enapehots in this MTree thet have besn msrkoed
for delation, but have not boan rormowved with tha claan
oparation ag yet

Lirespiresd The rumbes of snapshots in this MTres that are marked for
keaping.

Qidast Snapshot Tha date of the oldest snapahot for this MTree.

Mewest Snapshot The date of the newest snapshot for this MTree.

Maxt Schadulad The date of the nest scheduled snapshat,

Assigned Snapshot The name of the snapshet schadule essigned 1o thig MTree.

Schadules

Lising the Snapshots panel, vou can:
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= Asgign & snapshot schedule to a selected storage unit: Click Assign Schedules. Select the
schedule's checkbox; click OK and Closza.

®» Create s new schedule: Click Assign Snapshot Schadules = Create Snapshot Schadula,

Erter the new schedule's nama,

{i}|Note: The snapshot name can ba composed only of letters, numbers. _, -. &4 (numeric
dey of the month: 01-31), 4a (abbraviated weekdsy nama), &= [numeric menth of the
year! 01-127, sk (sbbresvisted month name), vy (year, two digits), a¥ (year, four digits],
s (hour; 00-23), and ax (minute: 00-58), following the pattern shown in the dialog
box, Enter the new pattern and click Validate Pattern & Update Sample. Clck Next.

= Sedsct when the schedule s to be executed: weekly, every day [or selected days),

monthly on specific daye that you select by clicking that date in the calendar, or on
th last day of the month. Chok Mext,

= Entar the times of the day whan the schedule | 1o be executed: Ether eslect At
Specific Times or In Intervels. If you select a specific time, select the time from the
ligt. Click Add (+) to add & time [24-hour format). For intervals, select In Intervais
gnd set the start and end times and how often [ Every), such as every eight hours.
Click Next.

- Entar the retention period for the snapshots in deys, months, or years. Click Next.

- Review the Summary of your configuration, Click Back to edit any of the values.
Click Finish to create the schedule.

= Click the Snapshots link to go to the Data Mansgement » Snapahots tab.
Spsce Usage tab

The Spece Usage tab greph displays & visusl representation of data usage for the storage unit over
tima,

#  Click a point on & graph line to displey 8 box with data at that point.
» Click Print (st the bottom on the graph) to open the standard Print dialog box.
* Click Show in new window to display the graph in a new browser window.

There are two types of graph data displaved: Logical Space Used (Pre-Compression) and Physicel
Capecity Used {Post-Compression).

Daily Written tab

The Daily Written view contains a graph that displays a visual representation of data that is written
daily to the system over a period of time, selectable from 7 to 120 days. The data amounts &e
shown over time for pré- end post-comprassion amaunts,

Bata Maveament tab

& graph in the same format as the Dally Written graph that shows the amount of disk space moved
to Clowd Tier storage (if the Cloud Tler icense is enabled).

Modifying a storage unit

Use the Modity Storage Unit dislog to rename a stotege unit, select s different existing user,
create and select B mew user, and edit guote settings,

About this task
Procedurs

1. Select Protecols » DD Boost » Storage Units.
2. Im the Srwerage Unit list, select the storage unit to modify.
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3. Click the peencil icon.
The Modify Storage Unit dialog appears.

4. Torename the storage unit, edit the taxt in the Name field.
5. Toselect a diffarent existing user, select the wser name in the drop-down list.

If possible, select a usermame with management role privileges set to nene.

6. Tocreate and select & new user, select Creste a new Local User and do the following:
8. Enter the now user name [n the User box,

The user must e configured in the beckup application to connect to the protection
system.

b. Enter the pessword twice in the approprigte boxes,
7. Edit the Guota Settings as nesded,

Ta sat storage space restrictions to prevent a storage unit from consuming excess space:
enter either 8 ot or hard limit quota setting, or both a hard and soft limit, With a soft limit
an alart 3 sent when the storage unit size exceeds the limit. but date can etill be written to
it. Diata cannot be written to the storage unit when the hard limit is reached.

0

@

Mote: Quota limits are pre-compressad values. To set quota limits, select Set to
Specific Value and enter the value. Select the unit of measurement: MiB, GIB, TIB, or
PiB.

Mote: Whaen setting both soft and hard limits, & queta’s soft limit cannot exceed the
guota's hard limit.

4. Chck Modify.

Renaming a storage unit
Use the Maodify Storege Unit dialog to rename a storage unit.
About this task

IM

Renaming

8 storage unit changas the name of the storage unit while retaining its:

*  Llsername awnership
+  Stream limit configuration
*  Capacity quota configuration and physicel reported size
¥ AIR association on the local protection systam
Procedurs
1. Goto Protocols » DD Boost = Storage Units,
2. Inthe Storsge Lnit list. select the storage unit to rename.
3, Chck the pencll icon.
Tha Modify Storage Unit dialog appears.

4. Edit tha text in the Nama fiald,
. Click Modify
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Deleting a storage unit

Use the Storage Units tab to delete & storage unit from your protection system. Deleting a storage
unit removes the storage unit, s well Bs any images contained in the storage unit, from Your

system,
Procadurs
1. Select Protocols » DD Boost - Storage Units.
2, Select the storage unit to be deleted from the Est.
3, Click Delote (X)),
4, Click OK,
Results

The storage unit is removed from your system. You must also menually remove the corresponding
backup application cataloy entries.

Undeleting a storage unit
se the Storsge Units tab to undebete a storage unit.
About this task
Undalating a storage unit recovers a pravicusly deleted storage unit, inchiding &
* Lisername ownarship
= Stream limit configuretion
»  Capecity guota configuration and physical reported size
» AIR association on the local protection system
[:DENHH: Deleted storage units are available until the next 71lasvs clean command is run.

Procedure
1. Select Protocols > DD Boost » Storage Units > More Tasks » Undelete Storage Unit....

2. Inthe Undelete Storage Urits dialog box, select the storage unit(s) that you want to
uncebeta,

3. Click OK,

Selecting DD Boost options

Use the Set DD Boost Options diglog to specify settings for distributed sagment processing, virtual
synthatics, low bandwidth optimization for file replicetion, file replication encryption, and file
replication network preference (IPvd or IPvE).

Procedura

1. Todieplay the DD Boost option settings, select Protocols = DD Boost > Settings »
Advanced Options.

2. Tochange the settings, selact More Tasks » Set Options.
The Set DD Boost Dptions dinlog appears.

3. Select any option to be enobled.
4. Deselect eny cption to be disebled.
To daselect a File Replication Metwark Preference aption, salect the ather aption,
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6. Set the DD Boost sacurity options.
& Select the Avthentication Made:
= Mona
= Two-way
*  Two-way Password

k. Sulect the Encryption Strength:

+ Mone

= hdedium

] H|.m'|
The protection system comperas the globsl authentication mode and eneryption strangth
againat the per-client authentication mode and encryption strength to calculate the
effective authentication mode and authentication encryption strength. The systern does not
use the highest authentication mode from one entry, and the highest encryptian sattings

from a differant entry. The effective authentication mode and encryption strength come
from the single entry that provides the highest authentication mode,

6. Chick DK

(1} | Note: You can sise manage distributed segment processing via the doboost option
commands, which are described in detail in the 00 OF Sommand Reference Guide

Distributed segment processing

Distributed segment processing increases backup throsghput in almast all cases by eliminating
duplicate data transmission between the media server and the protection syatern,

You cen manage distributed segment processing via the ciboost option commends, which are
described indetall in the 00 08 Commang Reference Fuicl,

Virtual synthetics

A virtuel synthatic full backup is the combination of the last full (synthetic or full) backup and all
subsagquent incremental backups. Virtual synthetics are enabled by default.

Low-bandwidth optimization

3M

It you use file replication over a low-bandwidth network (WANY, vou can increass replication speed
by using low bandwidth optimization. This feature provides additional compression during data
transfer. Low bandwidth compression is eveilable to protection systems with an installsd
Replication icemsa.

Low-bandwidth optimization, which |s disabled by default, is designed for use on networks with

feze than & Mbps aggregate bandwidth. Do not use thie option if maximum file system write

performance is reguired.

(1) [Neote: You can also manage low bandwidth optimization via the ddboast £ile-
replication commands, which are described indetall in the 50 085 Command Refarance
Guige
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File replication encryption

You cen encrypt the data replication stream by enabling the DD Eoost file replication encryption
optian,

{I} Mote: If DD Boost file replication encryption is usad on systems without the Data at Rest
option, it must be sat to on far both the source and destination Systems,

Managed file replication TCP port setting

For DD Boost manapged file replication, use the same global listen port on both the source and
target protection systems. To set the listen port, use the replication optlion command as
described in the £0 0F Cammand Referance Guids,

File replication network preference

Uge this sption to set the preferrad network type for DD Boost file replication to elther IPvd or
[P,

Managing certificates for DD Boost

A host certificate allows DD Boost client programs to verily the identity of the system whean
gstabiishing a connection. Ga certificates identily certificate suthorities that should be trusted by
the system, The topics in this section describe how to menage host end CA certificates for DD
Boost.

Adding a host certificate for DD Boost
Add a host certificate to your system. DD DS supports one host certificate for DD Boost.
Procadura
1. I you have not yet requested a host certificate, reguest ane from a trusted CA.

2, ‘When you have received a host certiticate, copy of move It to the computer from which you
run DD Service Manager.

%, Start DD Systemn Manager on the system to which you want to add a host cartificate,
(1) | MNote: DD System Manager supports certificate mansgement only on the manegement
system (which s the system running D0 System hManager).
4, Select Protocols » DD Boost » More Tasks » Manage Certificates....

E} Maote: If wou try to remaotaly manage certificates an a8 managed system, DD System
Manager displays an Information message st the top of the certificate management
dialog. To manage certificates for a system, yvou must start DD System Marager on thiat
By Siam,

6. Inthe Host Cartificate area, click Add.
6. Toadd s host certificate enclossd in a .pl12 file, do the following:
B Select | want to upload the certificate as a .pl2 file.
b. Type the pasaword in the Password bos.
& Click Browse and solect the host certificate file to uploed to the system,
d. Click Add.
T, Toadd a host certificate enclosed in & .pem file, do the following:
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a. Select | want to upload the public key as a .pem file and use a generated private key.
b. Click Browsa and selact the host certificate fils to upload to the system.
€. Click Add.

Adding CA cartificates for DD Boost
Add a certificata for 8 trusted CA to your eystem. DD OS supports multiple certificates for trusted

Cas.

Procedurs
Obtain a certificate for the trusted CA.

Copy or move the trusted CA certificate to the computer from which vou run DD Service
Manager.
Start DD System Manager on the system to which you want to add the CA certificata.

1.
2.

@

Nete: DD System Manager supports certificste management only on the management
system (which is the system running DD System Marager).

Select Protocols » DD Boost > More Tasks = Manage Certificates....

@

Note: If you try to remotaly manage certificates on a managed systerm, DD System
Manager displays an information meseage at the top of the certificete menagement
dialog. To manage certificates for @ system, you must start DD Systern Manager on that
gystom,

In the CA Certificates ares, click Add.

The

Add CA Certificate for DD Boost dislog appears.

To add a CA certificate enclosed In & .pem file, do the following:
a. Salect | want to upload the certificate as o .pem file.

b. Click Browse, select the host certificate file to upload to the system, and click Open.
. Click Add.

To add 8 CA certificate using copy and paste, do the following:
& Copy the cartificate text to the clipbosrd using the controls in your operating system.
k. Swelect | want to copy and paste the certificate text.
. Paste the certificate teat in the box below the copy and paste sslection,

d Click Add.

Managing DD Boost client access and encryption

Use the DD Boost Sattings tab to configure which specific clients, or set of clients, can establish
DD Boost connection with the protection System and whather or not the client will use encryption.
By default, the system is configurad to allow all clients to have access, with ne encryption.

E’EIN“E" Enabling in-flight encryption will Impact system perfarmance.

miNn‘tl! D0 Boost offars globsl authentication and encryption optiors to defend your system
| Bgainet man-in-tha-middie [MITI) sttacks, You specify authantication and encryption settings
|using the GUI, or CLI commands on the pratection system, For details, see the 2D Boost for
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OpenStorage 3.4 Admunistration (Gwide, end Adding a DD Boost client on page 319 ar the 00 08
Commang Reference Guide.

Adding a DD Beost client
Craata an allawed DO Boost client and spacify whather tha clisnt will use ensryption.
Procedure

E
2,

B.

Select Protocols = DD Boost » Settings.
Im the Allowed Cllents section, click Create (+).
The Add Allewed Client dialog appaars.

. Enter the hostname of the client.

This can be a fully-gualified domain name {@.g. hostLexample.com) or 8 hostname with a
wilkdcard (e.g. *.example.com),

Select the Encryption Strength,
The options are None (no encryption), Medium (AES128-SHA1), or High (AES266-SHAT).

. Select the Authentication Mode.

The options are One Way, Two Way, Two Way Password, or Anonymous.

Click DK.

Maodifying a DD Boost client
Change the name, encryption strength, and suthentication mode of an allowed DD Boost client.
Procadura

1.
2,
3

T

Select Protocols » DD Boost = Settings.

In the Allowed Clients list, select the client to maodify.
Chck the Edit button, which displays a pencl icon.
The Modify Allowed Cliant dialog appears.

To change the name of 8 chant, edit tha Chent tasxt.
To change the Encryption Strength, select the option.
The options are Nona (no encryption], Medium (AES128-5HAT), ar High (AES256-5HAT).

Te change the Authentication Mode, select the option.
The options are One Way, Two Way, or Anorymaus,

Click OK.

Removing a DD Boost client
Delete an allowed DD Boost client.
Procadurs

1.

Salect Protocols = DD Boost = Sattinge.

2. Salect the clent from the st
3. Click Delete (X).

The Delete Allowed Clisnts disiog appears.
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4. Confirm and select the client name. Click OK,

About interface groups

This feature lets you combine multiple Ethernet links into a group and register only one interface
on the protection system with the backup application. The DD Boost Library negotiatas with the
system to obtain the best interface to send data. Load balancing provides higher physical
throughput to the system.

Cenfiguring en interface group crestes a private netwark within the system, comprised of the P
addresses designated as a group. Clients are assigned to & single group, and the group interface
uses |oad balancing to improve data transfer performance and increase reliability.

For example, in the Veritag NetBackup environmant, media server clients use a gingle public
network |F address to access the system. AN communication with the aystem is initinted via this
administered IP connection, which is configured on the NetBackup server.

It an interface group Is configured, when the system receives data from the media server clints,
the data transfer s load-balanced and distributed on all the interfaces in the group, providing
higher Input/eutput throughput, especially for customers who use multipla 1 GigE connections.

The data transfer is load-balanced based on the number of connactiona outstanding an the
interfaces. Only connections for backup and restore jobs are load-balanced. Chack the Astive
Connections for more Information on the number of sutstanding connections on the interfaces in a
graug.

Should an interface in the group fall, all the in-flight jobs to that interface are BUtomETCEly
resumed on haalthy aperationsl links (unbeknownst to the backup spplications). Any jobs that are
atarted subsequent to the failure are aleo routed to a healthy interface In the group. i the group Is
digabled or an attampt to recover on an alternata interfece fails, the administerad IP is used for
recovery. Fallure in one group will net utilize interfaces from ancther group.

Consader the following Information when managing interface groups.

* The IF address must be contigured on the system, and its interface enabled. To check the
interface configuration. select Hardware > Ethernet = Interfaces page, and check for free
ports. See the nec chapter of the 0D OF Command Referance Guide for infarmation about
configuring an [P address for an interfacea.

* You can use the L faroup commands to manage Interface groups; these commands are
described in detail in the 00 05 Command Refarence Guide,

* Interface groups provide full support for static IPvE addresses, providing the same capabilities
tor IPvE as for IPvd, Concurrent IPvd and IPYE client connactions are allowed. A client
connected with IPvE sees [Pvd ifgroup interfaces only. & client connactad with Pvd seas 1P
ifgroup interfaces only. Individual ifgroups include all IPv4 addresses or all IPvE addresses. For
details, see the 00 Boost for Partner Integration Adrminisiration Guide or the [0 Boost for
CpanStorage Adminisiraiion G,

* Configured intarfaces are listed in Active Cannections, on the lower partion of the Activities
page.

()| Note: See Using DD Boost on HA systemns on page 331 for impartant information about LsEng
interface groups with HA systems.

The topics that fellow describe how to manage interface groups

Interfaces

IFGROUP sipparts physizal and virtual interfaces.
An IFGROUP interface iz 8 member of & single IFGROUP <group-names and may consist of:
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#  Physical interface such a8 e hila

& Airtual interfese, croated for link fallower or link aggregetion, such g vetkl
#  Airtual aliss interface such 88 ethla: 2 of vethl: 2

& \irtual VLAMN imterface suchag ethida . 1 or vechl 1

*  Within an IFGROUP cgroug-mames, all interfaces must be on unigue interfeces (Ethernat,
virtusl Erhernet) to ensure fallover in the event of network erros.

IFGROUP provides full support for static IPvE addresses, providing the same capabillities for IPwE
as for IPvd, Concurrent IPvd and IPvE client connections arg allowed, A cllent connected with IPvE
spes |PvE IFGROUP interfacas ondy. A clisnt connacted with [Pvd sees [Pwd IFGROUP interfaces
cnly. Individual IFGROUP: include all IPvd addresses or &l IPvE addresses,

For mare infarmation, $6a tha 00 Boost for Pirtnar integralion Adwingtration Guide or the DD Boost
for OpanStorage Admiristration Gude.

Interface enforcement

Clients

IFGROUR lets you enforce private natwark connectivity, ersuring that a failed job does not
reconnect on the public network after network errors,

¥Whan intarface enforcemant is enabled, a failed jobr can only retry on en alternative private
network IP sddress, Interface enforcement is only eveileble for chents that use IFGROLUP
interfaces.

Interfece enforcement ls off (FALSE) by default. To enable interface enforcement, you must add
the following setting to tha system registry:

systen. ENFORCE_IFPGROUF _AW=THUE

Aftar you've made this ertry In the registry, voumustdo s 21 leays reastact for the satting o
take affact.

For more information, see the [0 Soost for Fertner integration Administration Guide or the 20 Boost
for OpenStorage Administration Guide,

IFGROUP supports various naming formats fer clients. Client selection ks based on a spacified
order of precedence,

An IFGROUP dient = & member of a single Hgroup <grovg-names and may consist of:

= A fully qualified demain name (FQDN) euch sg ddboost.exampladomain.com

¥ A partial ost, allowing search on tha first 7 charactars of thea hogtname. For example, when
n=3, viilid formass are rtp . Texample.comend dur . "exampie  com: Five different
welues of 1 (1-9) ar supported,

» Wid cards such as * .exampledomain. comor "*"

s A short name for the client, such as ddboost

« Client public IP range, such as 125.5.20,0/24

Prior to write or read processing, the client requests en IFGROUP [P addrass fram tha senser, Ta
eelact the client IFGROLUFP asaociation, the cient information is evaluated sccarding to the
following order of precadance,

1. IF agdress of the connected protection systam. If there 5 already an active connection
betwaen the client ard the system, and the connection exists on the Interface In the
IFGROUP, then the IFGROUF interfeces are made avallable for the clent.
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<. Connectad cllent IF range. An IF mask check is done against the client source IP; if the client's
source [P address matches the mask in the IFGROUP clients list, then the IFGROUP interfaces
are mede availabe for the client.

»  For IPvd, you can select five different renge masks, bazed on network,
»  For IPvE, fixed masks 784, /112, and /128 are availsble.

This hest-range check is useful for separate YLANS with many clients where there isn't a
unigue partial hestname {domain).

3. Clhent Name: abo-11 ., d1 . eom
4, Chent Domain Name: * .£1, com
5. All Clienta: *
For more infarmatian, see the 00 Bsost for Partner integration Administration Guide.

Creating interface groups

Usa the IF Network tab to create interface groups and to edd interfaces and clients to the groups.
About this task

Muitiple intarface groups improve the efficiency of DD Boost by allowing you to;

= Configure DD Boost 1o use specific interfaces conflgured Into groups.

* Assign clients to ona of those Interface groups.

*  Monitar which interfaces are active with DO Boost clients.

Create interface groupe firat, and then add clents (as new medis servers become available) to an
interface groug,

Procedure

. Select Protocols = DD Boost = IP Network.

. Inthe Interface Groups section, click Add (+).

Enter the interface group name,

Select one or mare interfaces. A maximum of 32 interfaces can be configured

(T) [Note: Depending upon aliasing configaraticns, some interfaces may not be sslectable if
they are sharing a physical interface with another interface in the same group. This is
because each interface within the group must be on a different physical interface to
ensura fal -ovar recoveary.

Bt N

5. Click OK.
6. Inthe Configured Clients section, click Add [+).
7. Enter a fuly gualified client neme or * mydenain . com.

()| Mote: The = client is initlally available to the default group. The = client may only be 8
member of one ifgroup,

B. Select a previously configured interface group, and click OK.
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Enabling and disabling interface groups

Lse the P Network tab to enable and disable iInterface groups.
Precedure
1. Select Protocols > DD Boost > IP Network.
2. |ntha Interface Groups soctlon, sobnet the intorfasoe group In the Het.

{1} | Mote: If the intarface group dees not have both clients and Interfaces assigred, you
cannot enable the group.

5. Click Edit (pencil).
4, Click Enabled 1o enable the interface group; clear the checkbox to disable,
5. Click DK,

Modifying an interface group's name and interfaces

Use the [P Metwork tab to change an interface group's neme end the interfeces essociated with
the group,
Procedure
1. ESelect Protocols = DD Boost = IP Network.
2. Inthe Interface Groups section, selsct the interface group in the Hst,
3. Click Edit {pencil).
4. Retype the name to modify the name.
The group name must be one to 24 characters long and contain only ketters, numbars,
underscores, and dashes. |t cannot be the same as any other group name and cannot be
“defoult™, “yes", “no”, or “sll.”
5. Select or deselect client interfaces In the Interfeces list.
{_I]il‘-lu'ta: if wou remove gll interfaces from the group, it will be sutomatically disabled.

6. Click QK.

Deleting an interface group

Lige the P Metwork tab to delete an interface group. Deleting an interface group deletes all
intorfaces and clionts sssocisted with the group.

Procedura
1. Select Protocaols » DD Boost = |P Netwaork.

2. Inthe Interface Groups section, select the interface group (m tha list. The default grous
cannat be deleted.

3. Click Delete (X}.
4. Canfirm the deletlon.
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Adding a client to an interface group
Use the |P Network 18 1o add clients to interface groups.
Procedure

1,
2.
3.

4,

Select Protocols » DD Boost > IF Network,

In the Configured Clients saction, click Add (+).
Enter a name for the client,

Client names must be unigue and may consist of:
s FODN

* 4 domain

s Client public IP range:

» ForiPvd, xx . xe.nn. 0/ 24 provides a 24-bit mask against the connecting IP.
The /24 repregents what bits are masked when the client's source |P eddress is
evaluated for access to the IFGROUP,

® For IPvE, xsoex: £0/112 provides a 112-bit mask against the connecting IP. The /112
represents what bits are masked when the cliant's source IP addrass is evaluatad far
accass to the IFGROUP.

Clert names have a maximum length of 128 charscters.
Select a previously configured interface group. and click OK.

Modifying a client's name or interface group

Use the [P Network tab to change a cliant’s name or interface group.
Procedura

324

1.
2.
3
4.

Select Protocols » DD Boost » IP Network.

Im tha Configured Clignts section, select the client.
Click Edit {pencil).

Type a new cliant namea,

Chent names must be unique end may consist of:
®  FQON

® % damain

s Client public IP range:

®  For (P, s, 000w 0/ 24 provides a 24-bit mask egainat the connecting P,
Thee #24 represents what bits are masked when the client's source IP address is
evaluated for acoess to the IFGROUP,

®  For IPvB, xxxx: 1 0/117 provides a 112-bit mask against the connecting IP. The /112
represents what bits are masked when the client's source IP address |s evaluated for
access to the IFGROUP,

Cliant namaa heve s maximum length of 128 charactors.
Select 8 new Interface group from the menu.
{IJ |l’~lntu: The old interface group s disablad If [t hes no cllients.
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B. Click DK,

Deleting a client from the interface group

Uise the IP Metwork tab to delete a chent from an interface group.
Procedura

1. Select Protocols » DD Boost » IP Network.
2. In the Configured Clients section, selact the cliant,
3. Click Dalete (X}

(i) |Note: If the interface growp to which the client belongs has no other clients, the
interface group is disabled.

4, Confirm the deletion.

Using interface groups for Managed File Replication (MFR)

interface groups can be used to control the interfaces used for DD Boost MFR, to direct the
replication conmection over a specific metwork, and to use multiple network interfacas with high
bancwidin and reliabllity for fallover conditions. Al protection system IP types ame supported—
IPvd or IPvE, Alies IPAYLAM P, and LACP fMallover aggregatsan,

;j_:} Matae: Interface growps usad for replication ere different from the interfece groups previcusly
explained and are supported for DD Boost Menaged File Replicaticn (MFR) anly, For datalled
information about using intarface groups far MR, see the DD Bocst for Partner infegration
Adrministration Guide of the O Soost for OpenStorage Aaminiztration Guide,

Without the use of intarface groups, configuration for replication requires several steps:

1. Adding an antry in the /ote/ host = fie on the source system for the terget system and hard
coding one of the private LAMN natwork interfaces ag the destination [P addre=s.

2. Adding a route on the source system to the target system specifying a physical or virtusl port
on the SOUMCE SYSTEM 10 The remate destinaticn IP address.

T, Configuring LACP throwgh the network on all switches between the systerns for load balancing

and failover.
4. Requiring different applications to use differant names for the target systam o avoid naming
canflicts in the /ets hoata file,

Using interface groups for replication ssmplifiss this configuration through the use of the DD O3S
System Manager or DD OS5 CLI commands. Using interface groups to configure the replication
path lats you:

= Radirect 8 hostrame-resolved IP eddress away from tha public network, using another private
system IF address.

= |dentity an interface group baszed on configured selection criteria, providing a singls interface
group where all the interfaces are reachable from the target system,

s Salect s private network interface from a list of interfaces belonging to & group, ensuring that
the interfece is heakthy,

»  Provide Isad batancing across multiple system interfaces within the seme private networs.
=  Provide a fallover interface for recovery for the interfoces of the interfoce group.

»  Provide host fallover if configured on the source system.

= Llss Metwork Addrass Translation (MAT)

The selection order for determining an interface growp match for file replication s
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1. Locel MTree (storege-unit) path and a specific remote system hostname
2, Local MTree (storage-unit) path with any remote system hostname
3. Any MTres (storage-unit) path with a specific system hostname

The same MTree can appear in multiple interface groups only if it has a different aystemn hostname.
The same system hosmame can appear in multiple interface groups only if it has a different MTreas
path. The remote hostname is expected 1o ba an FQDN, such as dg9900-1.example.com.

The interface group selection is performed locally on both the source system and the target
system, indepandent of each other. For 8 WAN replication network, only the remote Interface
group needs to be configured since the scurce P address corresponds to the gateway for the
remote IF address,

Adding a replication path to an interface group
Use the IP Network tab to add replication paths to interface groups.
Procedure
1. Select Protocols » DD Booet » IP Network.
2, Inthe Configured Replication Pathe section, click Add (+).
3. Enter values for MTree and/or Remote Host.
4. Select 3 praviously configured interface group, and click QK.

Maodifying a replication path for an interface group
Use the [P Netwerk tab to modty replication paths for interface groups.
Frocedurs
Sglect Protocals = DD Boost = IP Network,
Inthe Configured Replication Paths section, select the replication path.
Click Edit (pencil).
Muodity any or all values for MTree, Remote Host, or Interface Group.
Click QK

o

Deleting a replication path for an interface group
Use the IP Network tab to delete replication paths for interface groups.
Procedure
1. Sslect Protocols » DD Boost > IP Network.
2. Inthe Configured Replication Paths section, select the replication path.
3. Click Dalate (%).
4. Inthe Delete Replication Path(s) dialog, click OK.

Destroying DD Boost

Uee this aption te parmanantly remove all of the data (images) contained in the storage units.
When you disable or destroy DD Boost, the DD Boost FC service is also disabled. Only an
adminigtrative ueer can destroy DD Boast.

Procedura
1. Mamually remove {expire) the corresponding beclup application cetalsg entries.
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(i Mote: If multiple backup applications are using the same pretection system, then remove
all entries from each of those applications’ catalogs.

2. Salect Protocols » DD Boost > More Tesks > Destroy DD Boost....
3. Enter your adminstrative credentisls when prompted.
4, Click OK,

Configuring DD Boost-over-Fibre Channel

In earlier versions of DD OS5, all communication betwesn the DD Boost Library and emy protection
system was performed using [P networking. DD O35 now offers Fibre Channet &s an alternative
Transport mechanism for commienication between the DD Boost Library and the system.

{E} Mote: Windows, Linux, HP-LIX (&d-bit [tanium anchitecture), AlX, and Solaris client

environments are supporied,

Enabling DD Boost users

Before you can caonfigure the DD Boost-over-FC service on a protection system, you must add ona
ar more DD Boost users and enable DD Boost.

Before you begin

Log in to DO System Manager. For instructions, see "Logging bn and Out of 0D System
hanager.”

CLI egquivalent

lagin as: ayssdmin

Caca Domakn 08 5.7.%.%=-12345

(ising keyboard-interactive auvthenticatlon.

Fassdord:

If you are using the CLI, ensure that the SC5I target deemon is enabled:

# mcsitarget enable

Flease wait ...

SC5I Target subsysien 1s enabled.

(i) | Note: If you ere using DD System Manager. tha SCS| target daaman is artamatically
enablad whan you anabls the DD Beast-over-FC sarvice (later in this procedura).

Warity that the DD Boost license is installed. In 0D System Manager, select Protocols » DD
Boost > Settings. If the Status indicates that DD Boost I8 not ficenssd, ciick Add License and
enter a valid licensa in the Add License Key dialog box,

CLI equivalents

# slicanss show

# slicanse opdate license-£ils

Procadurs

1. Select Protocols » DD Boost = Settings.
2. In the Usars with DD Boost Access section, specify ore or more DD Boost user names,

& [0 Boost user iz also a DD OF user. When specifying & DD BoOst user name, you can
select an existing DD OF user narme, oF you can create 8 new 0D 05 user name and make
that name a DD Boost user. This ralease supports multipls DD Bopst usars. For detailed
instructions, see “Specifying DD Boost User Names,”

CLI equivalents

# pser add wsername (passsord password]
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i ddboost seat sssr-Anase sxamplouser

Click Enable t& snabie DO Boost.
CLI equivalamt

f ddboost anabla
Scarting DDBOOST, please walt...ceaviansians
DOBCOST is emabled,

Fesults
You are now ready to configure the DD Boost-over-FC service.

Configuring DD Boost

After you have added user(s) and enabled DD Boost, you need to enabie the Fibre Channel option
and specify the DD Bsost Fibre Channal server name. Depending an your application, you may alsa
nead to create one of mare storage units and Install the DD Beost AP/ plug-in on media servers
that will sccess the protection system.

Frocadure

Sefect Protocaols » DD Boost » Fibre Chanmnel.

2. Click Enable to enable Fibre Channel trarsport.

CLI equivalent

f ddboost optien sat fo snablad
Elease wailb...
OO0 Booet optlion ™FC" sat to epabled.

To change the DD Bogst Fibre Channel server name from the defawt (hostname), click Edit,
enter & few server name, end click QK.

CLI eguivalant
i ddboost Ffo dfe-garver-nase sat DPC-ddbatad

D85t dic-server-name Ls set to "LBEC-ddbetai"” for DDBoost FC.
Configure clients ko wse "DEC-DPC-ddbatai®™ For DOBssar PO

Select Protocols » DD Boost » Storage Units to creats & storage unit (if not slready
crested by the application).

You muset create at least one storage unit on the syatam, and & DD Boost user must be
sssigned 1o that sterage unit. For detailed instructions, see “Creating a Storage Unit."

CLI equivalent

# ddbeost storsge-unit oreate storage unit nama-su

Install the DD Bocst API/plug-in (if necessary, based cn the application).

The B0 Eoost OpenStorage plug-in softwars must be installed on NetBeckup medis servers
that need to access the syetem. This plug-in includes the required DD Boost Library that
Intagrates with the system. For detailed inetsllation end conflguration inetructions, sos tha
00 Boast for Partner infegration Adminietration Guide or the DD Beost for OpenStorage
Adirniristration Girde
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Results
You are now ready to verity connectivity ond create access groups,

Vﬁﬁffiﬂg l:urmuctiuity and El'ﬂlﬂl"lg access groups
Gio to Hardware > Fibre Channel > Resources to manage initiators and endpaints for access
points, Go to Protocols = DD Boost = Fibre Channel to create and manage DD Boost-over-FC
BCCESS Qroups.
About this task

(i) | Mote: Avaid making access group changes on a pretection system during active backup or
restore jobs. A change may ceuse an active job to fall. The impact of changes during active
jobs depends on 8 comiination of backup software and host configurations.

Procadure
1. Select Hardware > Fibre Channel » Resources » Initlators to verify that inftiators are

presant,
It ls recommended that vou assign slisses to initiators to reduce confusion during the
configuration process,
CLI squivalent
¥ sopitarget initiator show list
Initiator dystam Addresa Grodp  Ssrvics
Iniclatoe=1 21:00:00:24FEf+F11bT:1E i a nia
initlator=2 21:00:00424:ff+31:bB:32 nta nia
initiator=3 2500100221188t 0D0: TH e nda n/a
initiator—4 Qg 0lsédr gl 6B 14 n'a nta
inikiator=5 SO;0E: 0L Eaz46:80;55: % nfm nfa
initiator—-g 2100002241 E£: 37207117 n'a e s
iniciatar=7 210000 24 f€:311hE2 33 n'a nia
initiator=A 25810003 21388300 73108 nia nia
iniciator-9 OO0l 181 3e;mli EB 14 fia n/a
initlator=10 EQ=0E:01: b 4Bl B5 0 nfa nila
f.qml'-]J_nJE 2100 00124 :EFft 3] cmiEFH Satlp. Taer ¥IL

Y1 ————— e F= e e - -

2. To assign an alias to en initiator, select one of the initiators and click the pencil (edit) icon.
In the Mame field of the Modify Initiator dialog, enter the alias and click OK.

CLI equivalants

A socsitarget initiator cename initiaktor=1 fnitiator-manamed
Initiator finitliator-1' socoessfully renamed.

f scaivarget initiator show list

Intriacar Bvsrem hddrass Group  Service
Inltiacar-2 2100024 FEr Tl 32 n'a ofe
infriator-renamed 21+00:00:24:£0:31:b7:16 n'a ni'a

e B e e S L P T Ay Ny Cates e St P e L

2, Onthe Rescurces tab, verify that endpoints are present and anabled.

CLI equivalent
§ sceitarget andpoint show list

P el e . o Pl e S LR e Ly = A L AL T T 1=

endeoint=fc={ S5a Fibrefhannel fea cnline
encpolint—fo-1 5b Fibrelhannsl Tes Onlifne
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0.

(30 to Frotocols » DD Boost = Fibre Channel.
I the DD Boost Access Groups area. click the + icon to add an access group
Enter a unigue name for the access group. Duplicate names are not supparted.

CLI squivalent

# ddbosst fo group create tast-dfs=-group
DDBacst PC Group “test-dfc-group® succeasfully created.

gﬂiﬂﬂ o OF more nitistors. Optionaly, reptecs the initiator neme by entering & mew onn,
lick Mext.

CLl squivalent

#ddbooet fe group add test-dfo-group initimter initimtor-5
Initiator (a) "initiator-5" added to group "test-dfo-group®.

An initiator |s 8 port an an HBA attached to a backup client that connects to the system for
the purpose of reeding and writing data using the Fibre Channel protocol, The WWPN is the
unigue World-Wide Port Name of the Fibre Channel port in the mediz server.

Spacity tha number of DD Boost devices ta be used by the group, This number determines
which devices the initiator can discover and, therefore, the rumber of I/0 paths to the
system. The default i§ and, the minimem is one, and the masximum is 64,

CLI equivalant

# ddboost fo group modify Test device-set ocount 8
Bdded I3 devices.

See the OO Bopst for OpenStorage Administration Guide for the recommended value for
diffarent clients,

Indicate which endpoints to include in the group: all, none, or select from the |kt of
endpoirts. Click Mext,

CLI equivalents

¥ sceitarget group add Test device ddboost-devd prissry-sndpeint all
secondary-endpoint all

Device 'ddboost—dewd' soscesafully added to group.

# scaltarget group add Test device ddboost-devd primary-endpoint
endpoint=fo=1 secondary-endpoint fo-part-0

Davice 'ddboogt-devd' is already in group *Test'.

When presenting LUNs via attached FC ports on HBAs, ports can be designated as primary,
secondary or nome, A primary port for a sat of LUNs is the port thet |s currently advartizing
those LUMs to a fabric. A secondary port is 8 port that will broadcast a set of LUNS inthe
event of primary path failure (this requires manual Intervention). & setting of none ig uged in
the case where you do not wish 1o advertize selected LUNs. The presentation of LUMs ks

depandent upon the SAN topalogy.

Review the Summary and make any modifications. Click Finish to create the access group.,
which |z displayed in the DD Boost Access Groups list.

CLI equivalent
£ scaitarget group show detailed

(1) |Mote: Te change settings for an existing access group, select it from the list and click
the penci icomn (Madify).
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Deleting access groups

Lise the Fibre Channel tab to delete access groups.
Procaduwre

1. Select Protocols » DD Boost » Fibre Channel.
2. Select the group to be deleted from the DD Boost Access Groups kst

(1) |Mote: You cannot delete a group that has initiators assigned to it, Edit the group to
remove the initistors first.

3. Click Delete (X).

Using DD Boost on HA systems

HA provides seamless fallover of any application uging DD Boogt—1ihat |8, any DECkup or resiore
gperation continues with na manual intervention required. All ether DD Boost user scenarios are
supported on HA systems as well, inchuding managed file replication {MFR), distributed segment
processing (D5F), filecopy, and dynemic interface groups (DIG).

Wote these specisl considerations for using CD Boost on HA systems:

+  On HA-anabled protection systems, fellovers of the DD server occur n kss than 90 minutes.
However, recovery of DD Boost apgplications may take longer than this, because Boost
application recovery cannat begin until the DD server fallover is complete. in addition, Boost
gpplication recovery cannat start untll the application imsokes the Boost library.

+ DD Boost on HA systems requires that the Boost applications be using Boost HA librares;
applications using non-HA Boost libraries do not see seamless Tailover,

»  MFR will fail aver seambessly when both the source and destination systems are HA-anabled.
MFR is alea supported on partial HA configuretions (that is, when either tha source or
destination system is enabled, but not both) when the failure occurs on the HA-anabled
systam. For more information, see the OO Boost for OpenStorage Administration Guide or the 00
Boogt for Partaar infegration Acministration Guids.

#  Dynamic interface groups should net include IP addresses associated with the direct
interconnection between the active and standby nodes.

» DD Boost cllents must be configured to use floating IP addresses.

About the DD Boost tabs

Settings

Learn to usa the DD Boost tabs in DD System Manager.

Lisa tha Sattings tab to enable or dizable DD Booat, salect clients and wsers, and specify adwvanced
aptians.

The Settings 1ab shows the DD Boost stawus (Enabled or Disabled). Use the Status button to
switch between Enabled or Disabled.

Urctar Allowed Clients, select the clients that are to have scoass to the system. Use the Add,
Medify, and Dalete buttons to managa the list of clients,

Under Usars with DD Boost Access, select the wsers that are to have DD Boost access, Lse the
Add, Change Password, and Remove buttons to manage the list of users,
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Expand Advanced Options to see which edvanced options are enabled, Go to More Tasks » Set
Options to reset these cptions.

Active Connections

Usa the Active Cannections tab to see information about clients, interfaces, and cutbound THes.

Table 182 Connected cliant informatian

It Description

Chant The name of the connected client.

I Whather the chent is idle (Yes) or not (Noj.

Plug-In Versian The DD Beost plug-in vershon installed, such as 7.0.0.1.

05 Wargkan The opersting system vorskon instalied, such as Linux
3, 0.0M- 108,57 -de fault »86_B4

Applcation Varsion T;n backup application varsion installed, such as NetWorker
1891,

Encrypted Whathar tha conngction & encrypted (Yes) or not {Na).

asP Whather or not the connection ia using Distrbuted Segment
Procassing (D5F) or nat.

Transport Typk of transport baing used, sich as IPwd, IPW or DFC

(Flbre Channal),

Tabia 133 Configured Interface connection information

Itam Description
Interface The IP address of the interface.
nterface Group Qe of the following:

®  Tha name of the intarface group.

#  MNonm, if not a mamber of one.
Backup Tha niwmber of active backup conmectons,
Rastora Tha numbar of active regtors connsstions,
Feplication The number of active replication cannactions.
Synthetc Tha menber of syrthets backups.
Total The totel number of connections fof t™e Interfece.

Tabie 134 Cuthound fike replcation Infermation

Outbouwnd files item

Description

il Marrme

Tarpat Host

Logical Bytes to Transfar
Logicel Bytes Transterred

Ther s af the outgeing image ke,
Thse nama of tha host receiving tha file.,

Thee pumiber of logical bytes to ba transforred.
Tha numbar of logical bytes stready transferred.
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Table 134 Dutbound fie replization Infarmatien (continueed)

Cratbound files item

Description

Low Bardwidth Ootimization The numbar of low-bandwidth bytes already transfermed.

IP Network

Thi IP Metwork tab lists configured interface groups. Details include whether or mot 8 group is
enabled and amy configured client interfeces. Administrators can use the Interface Group menu to
wigsw wihich clients are sssoclatad with an interface group.

Fibre Channel

The Fibre Channel tab lists configured DD Boost access groups. Use the Fibre Channel tab to
create and delete access groups end to configure initistors, devices, and endpoints for DD Boost

SL0ESE Qroups,

Storage Units

Lise the Storsge Units tab to view, create, modify, and delete storage units.

Table 138 Storaga Units tab
Itam Description
Storage Uinits
Viaw DD Boost Replications Wiew DO Boost replcation oonbexts,
Storage Lnit The name of the storage unit,
Lzar lisermame assocated with the storage unit,
Glucta Hard Limit The fard quota set Tor the storege wnit.
Lest 248hr Pre-Comp The amount of data written to the storsge unit in the |ast 24

Last 24hr Post-Camp

Last 2dbr Comp Ratio

Wieakly dvg Post-Domp

Last Week Post-Comp

Waakly &g Comp Ratio

Last Week Comp Rato

hours, bofors comprasgion.

The amount of date written 19 the sterege unit in tha last 24
mours, after comprasaion,

Comprassion ratic of the dats written (o the storsge urt I
thi last 24 haurs.

Average amount of date writtan to the storaga unit aach
waek, aftar comprassian.

Amourt of data written to the storage unit m the kast weak,
after comprassion.

Byerage comprassicn ratio of data written 1o the storage
unit sach weak,

Compression ratio of the date written to the storage unit in
thee last week.

Salect a storage unit 1o e detailed information about it. Detailed information |8 availsble on thres

taba;
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»  Storoge Unit tab
Tabla 138 Storage unit detals: Storage Linit tab

Item Description

Tutal Files Tha total number of file imeges on tha storage unit.

Full Path The full path of the storage urit.

Siatus Tha current etatus of the storage unit (combinations are
supported). STaTus can be:
= D—Daleted

=  AC—Read-only

s RW—Read writa

» RO—Replication destination

®  RLE—DO Retention lock enabled
®  RLO—DD Retantion lock disagled

Pra-Comp Used Tha amount of pre-comprassad s1orage alreaty used.

Lised [ Post-Comg) Tha total size after comprassion of the files in the storage
Wnit,

Comprasaion The compression ratio achieved on the files,

Schedules The nismber of physical capacity mesauremant schedules
assgned to the storage wnit.

Submitted Mossuramenis The number of times the physicel capecity of the starage
unk haa been messured.

Guota Enforcemant Click Guota to go to the Data Managemaent Quota page.
which lists hard and Soft quota values/parcentage used by
W Tress.

Pre-Comp Soft Limit Curreat value of soft quots sat for the storage wnit,

Pre-Comp Hard Limt Current valug of hard quota sat for the storage unit,

Guots Summesy Parcantage of Hard Limit used.

Total Snapshots Tonal Aumbser of snapshats of the storage unit,

Expired Mumber of expired snapshots of the storage unit.

Linax=pired Baurnipar of unexpéted snapahoTs Of Uhe Blorege Ui,

Cidest Snapshot Tha oldest snapshat of the storage unit,

Manwagt Brapshot Tha naweat anapehot of the storage unit.

Maxt Gcheduled Tha next schaduled snapshot of the storage unit.

Aszigned Srapshot Schedues  The grapehet echedules ssgignad to the storage unit

* Space Usage tab: Displays a graph showing pre-compresaion bytes used, post-compresaion
bytet used, and compression factor.

v Dgily Written tab: Displays 8 graph showing pre-compnession bytes written, post-compression
bytes written, and total compression factor.
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CHAPTER 15
DD Virtual Tape Library
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DD Virtual Tape Library overview

DD Virtual Tage Library (DD VTL) is a disk-based backup system that emulates the use of physical
tapes. It erables backup epplications to connect to and manage DD system storage using
functionality almost identical to a physical tape library.

Virtual tape drives are accessible to backup software In the same way as physical tepe drives. After
you creste these drives in a DD VTL. they appear to the backup software as SCS! tape drives. The
DD VTL, itself, appedrs to the backup softwere as a SC3| robotic device accessed through
standard driver interfeces. However, the backup software (not the DD system that is configured
&8s a DD VTL) manages the movement of the media changer and backup images.

The follewing terms have special maaning whon used with DD VTL:

* Libwary: Alibrary emulates a physical tape (ibrary with drives, changes, CAPs [cartridge sccess
ports), and slots (cartridge slots).

* Tape A tapeis represented as a file. Tapes can be imported from the vault te a library, Tapes
can be exported from a ibrary to the vault, Tapes can be moved within & library across drives,
slots, and CAPs,

* Fpol A pogl B 8 collection of tapes that maps to 8 directory on the file system. Pools are used
to replicats tapes to @ destination. By default, pools are created 83 MTree poals unless you
specify them as directory pools when they are created. You can convert directory-Dased pools
to MTree-based pools to take advantage of the greater functionality of MTreas,

*  Vauwlt The vault holds tapes not being used by any library. Tapes reside in either a ibrary or the
waLlt,

DO VTL has been tested with, and ia supported by, specific backup software and hardware
configurations. For more information, see the appropriate Backus Compatibiity Guide an the Onling
Support Site,

DD VTL supports simultaneous use of the tape librery and Tile system (NFS/CIFS/OD Boost)
interfaces.

When DR (disaster recovery) Is needed, pools and tapes cen be replicated to 2 remote DD system
using the DO Replicator.

To protect data on tapes from modification, tepes can be lecked wsing DO Retention Lock

Governance software,

()| Mote: At present, 96 Gb/s Is supperted for fabric and point-to-point topologies. Other
topalogies will present ksguwes.

Tha KB articla Dats Oomain: VTL Best Practices Guide, available ot hitps://support. eme.comskb/

1B0B9, provides additional information about best practices for DO VTL,

The KB article Dats Domain: Create a Virtus! Tape Library wia CL/, aveilable gt https://
support.emc.com/kbABI0GE, provides mare information.

Planning a DD VTL

The DO YTL (Virtual Tape Librery) feature has very specific requirements, such as proger
licensing. interface cards, user permissions, etc. These reguiremants are llated here, complete with
details and recommendations.

= An approprigte DD VTL license,

= DO WVTL is o Eoensed feature, and you must use MDMP (Network Data Management
Protacol) over IP {Internet Protocal) or DD VTL directly over FC (Fibre Channel].
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s An additional icense is required for IBM | systems - the 103 license.

= Adding a DD VTL license through the DD System Manager sutomatically dissbles and
enables the DD VTL featura.

An installed FC interface card or DD WTL configured to use NORMP,

= [f the DDVTL commaunication between a backup servar and a DD system |z through am FC
intarface, tha DD systeam mist have an FC interface eard inztalled. Maotice that whenaver an
FC interface card & removed from {or chenged withind 8 DD system, any DO YTL
earfiguration aesoclated with that card must be updated.

» If the DD'VTL communication between a backup server and a DD syatem Is through MODWMP,
na FC Interface card is required. However, you must configure the TapeServer access
greup. Also, whien using MORMP, all initistor end port functionality does not apply.

s The net filter must be configured to allow the NOMP client to send information to the DD
gygtem, Run the net filter add cperation allow cliants <client=IP-addresas>
cammand to allow access for the NOMP client.

— For added security, run the net filter add operation allow clients <elisni-
IF-addresas> intarfacas <D0-intarface-IF-address> command,

= Add the seg=id 1 optlon 1o the command to enforce this rule before any other net filter
rudas.

A backup saftware minimum record (block) aize.

» |f possible, set backup software to use a minimum record (Dlock) size of 549 KiB or larger.
Larger sizes usually give faster performance end better data compression,

¢ Depending on your backup application, If you change the size after the initial configuration,
data written with the original size might become unreadabla,

Approprigte user accass to the systarm.
s For basic tape operations and monitoring, only & user login |s requined.

& Toenable and configure DD VTL services and perform other configuration tasks, a
gysadmin login ks reguired.

Before satting up or using & DD VTL, review thaese Emits on size, slots, oto.

I#D Size - The maximum supported /0 see tor any DD system ueing DD VTL iz 1 MB.

Librarias — DD VTL supports 8 meximumn of 84 Fbraries per DD system (that is, 5 DD VTL
ingtances on asch DD syatem),

Initiatars - DD VTL supports a maximum of 1024 initiators or WYYPNs (workd-wide port names)
per DD aystam.

Tape Drives — Information about tape drives is presented in the nest section
Data Streams - Information about data stresms is presented in the following tabla.

Table 137 Dats streams sant 1o 8 protection system

Maodel RAM 1 Baclup Backup Rapi® Repl® dest | Mixad
MWRAM write raad ELETT ELMEAME
EtrBAmE #iresms streams
Doz200 8 GB 34 i 18 40 wendhi resfl; Roplircos1g;
ReplDest==20, ReplDast
+iwe=30; Total<=25
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Table 137 Data streams sant to & protection system (continued)

| RAM /

Madel Backup Bachkup Rept® Repl® dest | Mixad
NVRAM write read source streams
streams streams shraams

D200 16 GA B0 6 0 B0 we=80; r<=18; ReplSroc =30
RuepiDast<=60; ReplDest
+w<=60; Total<=50

DDE300 48 or BE GB /| EM0 76 150 ] we=I7 rem7E: RapiBroc=160;

|BGH RepiDest<=270: RepiDest

awe=2T: Towmd<=270

DoEano 19E GB r BEE | 400 10 220 400 wesdD re=110; RapliSroe=220;
ReplDest<=400; RoplDast
+s =900 Totalc=400

Doeaca BB GE 16 400 1m0 220 400 wee=d0 re=10; ReplSrccs220;

GH RaplDest<=400; ReplDest
+we=d0l; Tomlc=400

DD9300 152 or 284 a0g 0 440 BOG w<=B00; r<=220;

8 /B GE FepiSro<=440; Repilest<=000;

Repilast+w<=B00; Tatal<aBI0
Dog400 518 GB /16 aoa 20 440 200 we=B00; re=220;

=8 RepiSroe=440; RepiDest<=800;

Repilest+w==800; Total<=800
DD9s00 256 ar 512 1885 300 540 1080 weeH8S: re=300"

GB /B GE RepiSroc=5dl:
Hu-pl:lﬂ‘t-::m: RepiDast
swe=1080: Total< =485

Diaaco 286 or 708 1885 aoo B a0 we<=1885; r<=300;

GB 78 GB ReplSroc<=540;
ReplDest<=1080; ReplDest
+wa=1080; Totel<=16EE

ooea0d M52 GA 715 B85 300 640 wWEd we=1B8E; r«=300;

GH RoplSro<=540k
FeplDestc=1080; ReplDest
+w<=1080: Total<=10885

DD YERTHE _E GB /512 MEB |20 18 0 0 im: 10 ; re= 16 ReplSrcc=20;
RaplDasts=20; RepiDast
w800 weraRoplSrc
<= Tatalc=20

DOVE B THE WGEE » 212 45 30 45 45 |wies 45 | ros 30 RopiSnoce45;

B or 24 GB £ | FeplDests =495, RepiDast

1GB | +we=d5; wer+RepiSc

e B Total =45

CDVEZRZTE |24GBA1GR |90 50 a0 a0 wie= 00 | r<= 50 RaplSre<=90
Repllest<=90; RepiDeat
+ui<=30; wersReplSne
a3 Total=90
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Table 137 Data straams sant to a protection system (continued)

Madal RaM ¢ Bachup Baclup Rapi® Rapl® dest | Mixad
MR LY werite rasd SOUTDE streams
gtreams | streams EtFEAME
COVEJETE |3EEB-1GE |90 50 84 80 wi<= 80 ; re= 50 ReplSrc<=90;
RaplDest<=80; RapiDast
+weeDl wers RaplSre
<80 Totals =80
COVE B4 TE ABGEA1GEE |90 B0 ga oo wras B0 ; re= 50 ReplSre==00;
ReplDest<=00; ReplDest
+we=B; wer+RaplSro
=8l Totals =50
DDVESETE |B4GEBS2GE 780 50 o0 180 wes 0 | ra= 30 ReplSrc<=80;
ReplDest<=100; Repilest
#wWe =0 wersRepliSe
<= Totalc=180
OO0 4TE |42 GB (virwa |20 16 E- i o wes 20 ; res 16 RepiSrocs30;
mamory] ¢ 512 RepiDest«=30; RepiDeat
ME #we=20; wir+RaplSrc
w=30;Tetal<=30
CD330 B TE |32 GB ({virtual |BO0 50 a0 S0 wen 80 | re= B0 RepdSroc=90;
ramary ) ¢ RoplDest<=30; ReplDeat
1,535 GB #ws=30; wrﬁu-pﬂrn
=il Total<af0
OD330016 TE | 32 GB {virtual |84 50 E: i a0 wes 3 ros B0 ReplSrecs30;
memary} / FopiDest<=20; RepiDest
1536 GB +wa=80; wer+ReplSrc
«=80;Total<=80
CO3300 32 TE (46 GE (wirtual |90 =18] 80 A wie= 80 ; re= B0 ReplSro<=00;
memoy ) RaplDast<=80; RapiDast
1.536 GB +wica Bl wer+RaplSre
<=30:Total<=140

a [DirRepl, OptDup, MTreeRspl stresms

= Slots - DD VTL supports a maximum of;
o 32,000 slots per Kbrary
s G4,000 slots par DD eystem

The DD system automatically adds siots to keep the number of siots equel to, or greeter tham,
the number of drives.

(i) Note: Same davice drivers (for example. IBM AlX atape device drivers) limit library
jconfigurations to spacific deivasslat limits, which may be less than what the DD system
suppartis. Backup applications, end drives used by those appliceticns, may be affected by
this lmitation.

s CAPs [cartridge access ports) = DD VTL supperts 8 masximum of;
s 100 CAPs per library
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= 1003 CAPs per DD system

Number of drives supported by a DD VTL

The maximum number of drives supported by a DD WTL depends on the number of CPU cores and
the amount of memory installed (both RAM and NVRAM, if applicatile) on a DO Fystem.

{T) |Note: There are no references to model numbers in this table because there are many
combinations of CPU cores and memaries for each model, and the number of supported drives
depands onfy on the CPU cores and memaries — not an the particular model, itsslf.

Teble 138 Mumber of drives supported by a DD VTL

Number of CPU | RAM {in GE) NVRAM (in Maximum number of supported
Cares GH) drives
Fewer than 32 || 4 or less Mg, G4

Morathand, up | NA 128

o A8

Mora than 38, up | MA Fiv ]

to 128

Mora than 128 Wi B4l
32 to 38 Up to 128 Le=s than 4 2ra

Up to 128 4 ar moes Bl

Muore than 728 i B}
&0 to 54 P, NA 541
B0 or more fa, MA 1Bl

Tape barcodes

Whan you create a tape, you must asslgn a unique bercode (never duplicate barcodes as this can
causs unpredictable behavier). Each barcode consists of eight characters: the first six are
NiEMbers ar upparcase letters (0-9, A-Z), end the last two are the taps soade for the supportad
tape type, ag ehown in the fallowing table.

(7) | Mote: Although a DD VTL barcode consists of eight characters, either six or eight charactars
may be transmitted to 8 beckup application, depending on the changer type,

Table 132 Tape Codes by Tape Type

Tape Type Default Capacity (unless Tape Code
noted)

LTO=4 100 GIE L1

LTO-1 50 GIB (mon-defsult) La®

LT 0 GI8 (non-delault) LB

LT 10 GiB (ron-detaut) LC

LTo-2 200 GiE L2

LTO-3 400 GIE L3
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Tahla 138 Tapa Codes by Tape Type (continued)

Tape Type Dofoult Capacity (unloss Tape Code
moted)

LTa=d 800 GiB L4

LTO-5 (default) 1.3 TiB LG

A.  For TSR e the L2 taps code if tha LA sode |8 igronsd

For muitipe tape libraries, barcodes are automatically iIncremented, If the sixth character (just
pefore the *L"} is 8 number. If an overflow ococurs (9 to O), numbering moves one position to the
left. If the next character to increment is a letter, incrementation stops. Here are a few sample
bercodes and how each will be incremented:

=  (0C0Q00LT creates tapes of 100 GiB capacity and can eccept a count of up to 100,000 tapes
(frem Q00000 1o 98999,

s AADODOLA crestes tapes of 50 GIB capacity and can sccept a count of up 10 10,000 tapes
(from Q000 to 99987,

»  AAAADDLE creates tapes of 3DGIB capacity and can accept & count of up to 100 tapes (from
00 to 99).

e AAAARALC creates one tape of 0 GiB cepecity. Only one tepe can be created with this name.

#*  AAAZSOLI crestes tapes of 100 GiB capecity and can accept @ count of up to BB0 tapes (fram
350 to 999).

»  (00AAALA creates one tape of 50 GIB capacity. Only one tape can be created with this name.
s SMT7EZKLE creates one tape of 30 GiB cepacity. Only one tape can be created with this namae.

LTO tape drive compatibility

You may have different generations of LTO (Linear Tape-Open) technology in your setup: the
compatibility betwean these generations is presented in tabular form.

in this table:

*  FW = read and write compatible
= R =read-onlty compatible
= — m not compatible

Table 140 LTO 1ags drive compatibility

tape format LTO-5 drive LTO-4 drive LTO-3 dirive LTD-2 drive LTO-1 drive
LTC-5 tape Rw — - - -

LTO-4 1ape i) R — = .

LTC-5 tape R R R — —_

LTO-2 tape - R AW RW —
LTO-1taps = —_ R R AW
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Setting up a DD VTL

To set up & simple DO YTL, use the Configuration Wizard, which is described in tha Gerting
Startad chapter,

Then, continue with the following topecs to enable the DD VTL, create libraries, and create and
impart tapes.
E} Mate: if the deploymant environment includes an AS400 system as a DD VYTL client, refer to

Configuring DD VTL default options on page 345 to configure the serial number prefix for VTL
changera and drves befere configuring the DD YTL relationship between the protection
syatem and the AS400 client ayatem,

HA systems and DD VTL

HA aystemns are compatibla with DD VTL: howewer, if & DD VTL job is in progress during a fallover,
the job will nead 2 be restarted manually after the failover is complete,

The DD Operating System Sackup Compatibiity Guide provides sdditional detalls about the HEA,
switch, firmware, and driver requirements for using DO VTL in an HA amvironment,

DD VTL tape out to cloud

DO VTL supports stonng the VTL vault on Cloud Tier storage. To use this functionaiity, tha
protection system must be a supported Cloud Tier configuration, and have a Cloud Tier ficense In
gddition 1o the VTL license,

Configure and license the Cloud Tler storage before configuring DD VTL to use cloud storage for
the vault, Cloud Tier on page 441 provides additional infarmation about the requirements far Clowd
Tier, and how to corfigure Cloud Tier.

The FC and network Interface raguirgments for WTL sra the same for both clesd-based and local
vault storage. DD VTL does not require special configuration to use cloud storsge far the vault.
When configuring the DD VTL, select the cloud storage as the vault locstion. However, whon
working with a cloud-based vault, there sre some data management options that sre unigue to the
cloud-based vault. Working with the cloud-based vault on page 363 provides mora information

Managing a DD VTL

You can manage a 0D VTL using the DD Systern Manager or the CLIL Aftar vou login, you can
check the status of your DD VTL process, check your licenge Information, end rovies and
configure options.

Legging In

To use a graphical user interface (GUI) to marage your DD Virtual Tape Likrary (DD VTL), log in to
th DO Systarn Manager,

CLI Equivalamt

You can &so log in at the CLI:

login as: sysadsin

Data Domain OS

Using kevboacd-lnteractive asthentication.
Pasaward;
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Enabling SCS1 Target Daemion {CL1 onfy)

If you do log in from the CLI, you muest erablke the scsiterget deemon (the Fibre Channel servica).
This deerman is enabled during the DD VTL or DD Boost-FC enable selections in DD System
Manager. In the CLI, these processes need 1o be enabled separatedy.

f scpitarget snable
Pleage wait ...
5580 Targetbt subsyatem i enabled,

Accessing DD VTL
From the menu at the left of the DD System Manager, select Protecols - WTL
Status

In the Wirtual Tape Libraries » WTL Service ares, you can see the stabus of your DD VTL process
is displeyed at the top, for example, Enabled: Running. The first part of the status will be Enabled
tan) or Disabled (off). The second part will be ore of the following process states.

Tebls 4 DD VTL process states

Stata Diescription

Runaing DOVTL process i onabled and active (shiwn ingreen).

Starting DD VTL process is stasting

Stapplng DOVTL process is baing shut down

Stopped DD ¥TL process ks dissbied (shawn in red).

Timing out DD VTL process crashed and is sttempting an sutomatic
restart,

Stuck After several fallad stgmatic restarts, tha DD WTL process is
unabée 1o shat down normafly, so an attempt is being made to
il it.

DO VTL License

The WTL License bine tells you whether your DD VTL license has bean applied. if it says Unlicensed,
salect Add Licenss. Enter vour licenss key in the Add License Kay dialog, Select Mext and OK.

(T [Mote: All Boense information should have been populated as part of the factory configuration
process; however, if DD VTL was purchased later, the DD VTL license key may not have been
available at that time,

CLI Eguivalent

You can also verify that the DD VTL licerse has been installed at the CLI:
# slicenss ahow

HH Licenaa Eay Feature
1 CEFA-EFCD-FCDE-CDEF Raplication
Fi EFCh-FCDE=CLET=DEFA YT

ey ey e e e e o i i S I S

If the license s not present, each wnit comes with documentation — & guich instell card - which will
show the licenses thet hawve been purchased. Enter the folowing command to populate the license
by,

§ elicense update <license-file>
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I/05 Licenze (for IBM | users)

For customers af IBM |, the [/08 Licenss line telle you whather yeur 1708 license has bean applied.
If it saye Unlicensed, soloct Add License. You must enter & valld |/08 keensge in sither of thess
formats: 0000000 =000 30008 5 RN - 500 - 00— ono- 1000, Your A0S |lsense must ba
instalbed bafore creating a lbrary and drives to be used on an [BM | syetam, Salect Mext and OK,

Enabling DD VTL

Enabling DD VTL brasdeasts the WWH of the protection syeterm HBEA to customer fabric and
enables all librarias and library drives. If a forwarding plan ia required in the form of change control
processes. this process should be anabled to facilitate zoning.

Frocedurs
1. Make sura that you have a DD VTL license and that the file systam s enabled,
2. Select Virtual Tape Libraries > VTL Service.
3. Tao the right of the Status srea, select Enable.
4. Inthe Enable Service dialog box, select OK,

9. After DD VTL hes been engbled, note that Status will change to Enabled: Running in green.
Alse note that the configured DD VTL options are displayed in the Option Defsults area,

CLI Equivalant

# vil snable
Starcing YIL, please wait ...
¥TL 15 snablad.

Disabling DD VTL

Disabling DD VTL closes all libraries and shuts dewn the DD VTL process.
Frocedure

1. Select Virtual Tape Libraries » VTL Service.

2. To the right of the Status area, select Disable.

3. In the Disable Service dialog, select OK,

4. After DD VTL has bean dissbled, notice that the Status has changed to Dizsabled: Stopped
In red,

CLI Equivalent
¥ wtl disable

DD VTL option defaults

Tha Option Default area of the WTL Service page displays the curment settings for default DD WVTL
options {autc-efect, auto-offiine, and barcode-length) that you can configure,

Ir the Virtual Tape Libraries = WTL Service ares, the current defautt options for your DD WTL are
displayed. Select Configure to change any of these values.
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Tabls 142 Cption Dafaults
Item Description
Froperty Lists the configured options:
® auto-gact
*  gubo-offling
*  bercode-length
“alue Provides the value for sach configured option:

*  auto-eject: default {dissbled), enabled, o disabled
= guto-offline: default (disabled), ensbled, or disabled
=  bkarcode-length: default (8), 6, or 8

Configuring DD VTL default options

You can configure DD VTL default options when you add a license, create a lbrary, or any time
thareafter,

About this task

(1} {Mote: DD VTLs are assigned global options, by default, and those options ere updated
whenever giobal options chenge, unless you change them manually using this mathod.

Procedure
1. Select Virtusl Tape Libraries = VTL Service.

2. In the Option Defaults area, select Configure. In the Canfigure Default Options dislog box,
change any of the defeult options, and then click OK.

Table 143 DD VTL default apticns

Option Values Notes

BUtO-Bject default (fisabled), enable, of | Erablng aulc-eect causes
disable any tape put inue a CAP
{cartridige sccass port) 1o
sutomatically move to the
wirtual vault, wnless;

= tha tape came from tha
wault, in which caze the
tape steys in the CAP.

= _an
RLLZH MEDLOE REMOVA
L. ponrrand with & O valse
(false) hes been issuwed to
the library to prevent the
rermcval of the medium

from the CAP to tha
outside world.
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Table 143 DO VTL default options {contnued)

Optian Values Motes
auto-oliling default [disabled), ensble, or | Enabling auto-offline takes a
digabin drive affiing sutomaticaly
betore @ Tepe move aperaticn
5 parformed.
barcode-length default {8), Eor B Atthough a DD VTL barcods
[sutomatically set to 6 for conglsts af & charactars,
L180, RESTORER-LIB0, and | either & or B characters may
DOVTL changer modals) b= transmitied 1o 3 backup
application, depending on the
changer typa.

E Nate: Ta disable all of these service options, salect Reset to Factory, and the values
will be Immediately reset to fectory defaulte.

Aftar ywou finish

If the DD VTL environment contains an AS400 as a DD VTL client, configure the DD VTL option for
serial-number-prefix marualy before adding the AS400 to the DD VTL environmant. This is
required to avoid duplicate serial numbers when there are multiple protection systems using DD
YWTL. The serial-rumber-prefix value must:

*  Be s unigue eix digit value such that no other DD VTL on any system in the ervironment has
the same prefix numbor

Mot end with @ 2ero

Configure this value only ence during the deployment of the system and the configuration of DD
WTL. It will persist with any future DD OS upgrades on the system. Setting this value does not
require 8 DD VTL service restart. &ny DD VTL library created after setting this value will use the
new prefx for the seral numbser.

LI eguivalant

# vel epticn set serial-numbar-prefiz valoe
# vel option show sarial-number-prefix

Working with libraries

A lirary emulates a physical tape library with drives, chenger, CAPS (cartrlidge access ports), and
slots (cartridge siots). Selecting Virtual Tape Libraries > VTL Service > Libraries displays
detailed information for afl configured oraries.

Tabda 144 Library information

Item Description

M Tha name of & configured library,

Drives The rember of drives configured in the library,

Elots Tha nurmber of slots configured in the ey,

iCAPs The nuriber of CAPs (cartridge sccoss ports) configured in

thi library.

From the More Tasks menu, you can create end delete Horarles, aa well gs search for tapes,
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DG Virual Tepe Lionany

DD WTL supports a maximum of 64 libraries per system, that is, B4 concurrently sctive virtusl tepe
library instances on each DD system.

Before you bagin

IT the deployment environment incledes an AS400 system as a DD VTL cliant, refer o Configuring
DO VTL deteult options on page 345 to configura the sarial number prefix for WTL changers and
drives before creating the DD VTL library and configuring the DD VTL relationship between the
protection system and the AS400 clisnt system.,

Procadure

1. Select Virtual Tape Libraries » VTL Service » Libraries.
2. Select More Tasks > Library » Create
3. Imthe Create Library disloq, enter the following information:

Tabla 145 Craate Library dialog

Flald User input
Litrary Nama Entar a nama of fram | ta 32 afphanumesc characters,
Number of Drives Mota: Tha maximum number of drives supparted by a DD

VTL depends an the number of CPU cores and the amount
of mamuory installed (both RAM and NVRAM, IF applicable )
an o OO systarm,

Entar tha number of drives from 1 o 98, The number of drives
1o b crested will correspond to the number of data streams
that will write to & ibrary.

Crive Modsal Select the desired model from the drop-diown §=tc

IBM-LTO-1
IBM-LTO-2
IBM-LTO-3
IBM-LTO-4
IBM-LTO-5 (default)
HF-LTO-3
HP-LT3-4

D nit i drlvee Types, o medis Tvpes, In the same liorary, Thes
Can CHUSE Unespecied resulis and/or errors in the beckup
Dpsaration,

Mumber of Slots Entir th nurmbar of shots in the lorary. Here are some things to
conalder:

The numbaer of slots must ba equad to ar grester than the
numbar of drives,

Yiou ean have up to 52,000 sfots par indhidual lbrary
iou can have up to 64,000 slots par systam.
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Table 145 Create Library dislog (continued)

Fleld Uisar input

®=  Try to have enough Siots so tapes ramain in the DD VTL and
navar nead to be sxpartad 108 vault = to svaid reconfiguring
thi DO VTL and %0 sasa mensgement overhasd.

* Conaider ary applcations that are icensed by the number of
shats,

A5 an axample, for & standard 100-GB cartridge you might
eonfigure 5000 shots. This would be encugh te hold v tp 500
TB [sdsuming reasonably compressible data).

Mumber of CAPg (Dptianal) Entar tha numbar of certridge sccess ports (CAPs).
= Youwcan have up to 100 CAPs per library,
o You can heve up te 1000 CAPE par syetam.

Check your particular backup software epplcation
documantatian on the Online Support Site for guidance,

Changar Model Mame Selact the desired moded from the drog-down list
®  L1B0 {default)

RESTORER-LED

= TEEE00

=  [X00

*  WGHO0

& DOWTL

Check your partheular Backup softwan appication
documentation on tha Online Suppoart Site for guidance. Also
refer 1o tha DD VTL support matric to see the compatibility of
pimlated libreries to supported softwara,

Dpticns
auto-gjest derfault (disablad). snable, disable
auto-affine dafault (disablod), onable, disahla
barcode-length default (8), 6. 8 [avtomasically =et to B for L1860, RESTORER-
L1B0, and DO WTL changer models]
4, Select DK,

After the Create Library status diabog shows Completed, selact OK,

The new library appesrs under the Libraries icon in the VTL Sarvice tree, and the options
you have configured appaar 83 icons under the library, Sefecting the library displays details
about the library in the Information Panel

Mote that access to VTLs and drives is managed with Access Groups.

CLI Equivalent

# wtl add MewVTL modal L1840 slots 50 cape %
This adda the WTL llbracy, HewVITL, Use 'vtl show config HewWTL' To vwhiew

1E.
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§ vtl drive add NewWVTL count 4 model IBM=LT0=3
This adds § TEN-LTO-3 drives Lo the VIL llbrazxy, WeawVTL,

Deleting libraries
Whan a tape is in @ drive within a library, and that lbrary is deleted, the tape is moved to the vault.
However, the tape's pool doas not change.
Procedura
1. Select Virtual Tape Libraries = VTL Service = Libraries.
2. Balect More Tasks = Library = Deleta.
In the Debete Libraries dialog, select or confirm the checkbox of the items 1o delete:
s Tha nama aof aach libcary, or
= |ibrary Meames, to delete al libraries

4. Select Next,
5. Verify the libraries to delete, end select Submit in the confirmation dislogs.

6. Aftes the Delote Libreries Statue dislog shows Compl ot od, esdect Clogs. The selectad
libraries are deleted from the DD VTL.

CLI Equivalent
¥ wtl del o1ldvTL

Searching for tapes
Yau can use a variety of erlteria - locatlon, pool, and/ar barcode - to search for a tape.
Frocedurs

1. Select Virtual Tape Libraries or Fools.

2. Select the area to search (lbrary, vault, pod ).

5. Select More Tasks > Tapes > Search.

4. Intha Search Tapes diglog, enter information ebout the tepels) vou want to fird.

Table HE S=arch Tepss dislog

Field User input

Lecation Specify & location, or weve the default (A8)

Faal Select the narme of the podd in which 10 saanch for the Tapa. iT nd pools haee
bean created, uze the Defaut pool

Barcode Spectly & unigue berccde. or leave the default (* ) to returna group of tapsas.
Barcode allows the wikicards 7 and *, whare 7 matchas any single charactar
and * matches 0 or more charastars.

Count Entar the maximum number of tepes wou went be be retarned to you, If you
learve this blank, the barcode default (* ) = umad.

5. Eplect Search.
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Working with a selected library

Selecting Virtual Tape Librariea » VTL Service - Libraries » fbrary displeye detailed infarmation

for a ealected ibrary,

Tabla 147 Devicas

teami Descripthon

Davica Tha elemants in the ibrary, such a drives, siots, end CAPs

{eartridpa access ports).

Leaded Tha nuembar of devices with medis leaded,

Empty Tha number of devices with no media lnaded.

Total The total number of lasded and ampty devices.

Tabla 148 Dptions

Froperty Value

eLta-aject enabled or disabéad

aurtg-oifiing enabled or deabled

barcods- landgth Eorf
Tabfe 148 Tapas

Item Description

Pool The name of the poct where the tapes ars located.

Tape Caunt The number of tapas in that poel,

Capacity The toted configured dota capacity of the Tapes in thet pool, in

GIE (Gibfytes, the bese-2 equivalent of GB, Gigabytes).

Lisad The ampunt of space used on the virtual tapes in that pood,
Awerage Comprassicn The average amount of compression schieved on the data on

the tapes in thas pool.

From the More Tasks meny, you can delete, rename, or set options for & library; create, delete,
import, export. or meve tapes; end add or delete slots and CAPs,

Creating tapes

You can create tapes ineithor a library or o pool, If Initlated from a peol, the aystem first creates
the tapes, then importe them to the [ibrary,

380

Procedure

1. Salect Virtual Tape Libraries » VTL Serviee » Libraries » Mbraryor Vault or Pools » Poals

* Doy

2. Gelect More Tasks » Tapes » Create.
3 In the Create Tapes dislog, enter the following informetion about the tape:
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Table 160 Creats Tapes dalog

Fiwld User input

Lisrary (f inltiated I a drop-down meru i enatied, selact the library o lave the defauli
from a Bhrany) selacTlon.

Pood Mamea Select the nema of the pood i which the tapa will resida, from tha drap-

down list. If no poois have been craated, use the Dafault poal.

Numbar af Tepes  For & libeary, select from 1 to 20, For 8 pool, select Trem 1 to 193,000, or
leawe the detault (20). [Ahaugn the numbsr of supported tapes s
unlimitad, you can create no mere than 100,000 tapes at & time. |

Starting Barcode  Enter the initial barcode rumber (using the format A29000LAY

Tapa Capacity {optional) Specify the numbser of GiBs from 1 te $000 far each tape [t
matting overrides the barcode capascity setting). For efficient use of disk
spece, use 100 il or fewsar,

4, Belect OK and Close.

CLI Eqguivalant

# wil bape add ADDOOOLL capasity 100 count & posl VTL Pool
. mdded 5 tapeisl...

{I}lﬂu&a: You must auto-increment tape volume names in base1d format.

Deleting tapes

You can delete tapes from either a library or a pool. If initlated from a library, the system first
exports the tapes, then deletas them. The tapes must be in the vault, not in a library. On a
Replication destination DD aystemn, deleting a tape is not permittad.

Frocadure

1. Select Virtual Tape Libraries > YTL Service » Libraries > /ibrary or Vault or Pools > Pools
» poo,

2, Select More Tasks > Tapes > Delete,

3. Inthe Delete Tapes dalog, enter search information about the tapes to delate, and select
Search,

Table 161 Dalete Tapes dalog

Field User input

Location I there I8 & drop-down list, salect 8 Borary, or leavae the default Veult selection,
Pool Salect the name of the pogd i which 1o search for the tepe. i no poals have
bean created, use the Default pool

Barcode Sgeecify @ unique barcode, or lemee the default (* ) to search for a group of

tapes. Barcode allows the wildcords ? ond *, whare T matches eny singls
charecter and * metches O or more characters,

Ceumnd Emtar the masimum number of tapes you went to be returned to you. If you
leava thiz blank, the barcods dafault [*) is used.
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Table 151 Delete Tapes dislog (continued)

Field User input

Tapes Per  Select the maximum number of tapes to displey per page - possible velues are
Page 15, 30, and 48,

Select all Select the Select All Pages chockbox 1o salect all tapes returned by the search
pages quary

tams Showe the nurmber of tapes selected across multiple pages - updated

Salectad sutomeatically Tor esch taps salection,

4, Saelect the checkbox of the tape that should be deleted or the checkbax on the heading
column to dedete ell tepes, and select Next.

8. Select Submit in the confirmation window, and select Close.

(T |Mote: Atter & tape Is removed, the physical disk space used for the tape is not reclaimed
unitll after & file system cleaning oparation.

CLI Equivalent

¥ vtl tape del barcode [count coumt] [pool pool]
Far examole;

# vtl tapa dal AODODOOOLL

Mote: You can act on ranges; however, |f there is a missing tape in the range, the action
will stop

Importing tapes
dmiporting o tape means that an existing tepe will be moved from the vault to a library slot, drive, ar
cartridge scoess port [(CAF),
Abouwt this teslk

The number of tapes you can import at one time is kmited by the number of empty slots in the
library, that is, you cannot impart more tapes than the number of currently emnpty slots,

To view the available slots for a library, select the library from the steck menu, The information
panel for the library shows the count In the Empty colurnn.

= |fataps is ina drive, and the tape orgin (8 known to be a glot, & skot s reserved.
* |f atape is in & drive, and the tepe orkgin s unknown (slet or CAPY, a siot is reserved.

s« |fatape = in & drive, and the tape ofigin 2 known 1o ba a CAP, 8 slot is not reserved, (The taps
returns to the CAP when removed from the drive. )

= Tomove a tape to 8 drive, see the section on moving tapes, which follows,
Frocedure
1. You can Impart tapes uaing either step a. or step b

8. Select Virtusl Tape Libraries = VTL Service = Libraries » S Then, select More
Tasks » Tapes » Impart, In the Import Tepes dislog, enter gearch informeation about the
tapas to import, and select Search:
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Table 162 Import Tapes dialeg

Fizld

Uner input

Lecation
Pool
Barcode

Ceunt

Salect

Destination =

Cievica

Tapas Par
Page
Itermes
Selected

If thera iz & drop-down list. select the location of the tape, or leave the default of
Wault.

Sedact the nome of the pool in which to search for the tape. I o paals b Eaan
croated, use tho Default poal.

Specify 8 unigue barcode. or leave the default (*) to retwm a group of tapes.
Barcode allows the wikdcards ¥ and *, whare ? matchas any single charastar and *
matches O or more characters,

Entar tha maximum number of tapas you want to be returned to youw, T you eave
this blank, the barcoda default (*] is usad.

Salect the destinathon davice where the tepe will be imported, Possible values are
Dirive, CAP, and Slat,

Snlect the maxirmum number of tapes to display per page. Possible values ara 15,
30, and 45,

Shows the number of tapes selected across multipls pages - updated
automatically for aach tape sakection.

Based on the previous conditions, a default set of tapes is searched to salect the tapes
to import. I pood, barcode, or count is changed, salect Search to update the set of tapes
availabla from which 1o choosa,

. Select Virtusl Tape Libraries > VTL Service » Libraries » itvary > Changer > Drives »

dive » Tapes. Select tapes to import by selecting the checkbox next to:

= An Individual tape, or

* The Barcode column 1o select &l tapes on the current page, or

* The Select all pages checkbox to select all tapes returned by the search query.
Cnby tapes showing Vault in the Location can be Imported,

Salect import from Vault. This button is disabled by detault and enabsed only If all of the
selected tapes are from the Vault,

2. From the Import Tapes: ibrary vigw, verify the summary informatien and the tape list, and
select OK

3. Select Close in the status windaw,

CLI Equivalent

$# vEl tape show posl VIL Pool

Procesasing tipBH.r-
Location Stakm

Penl

¥YTL Pool
¥TL Fool
¥TL Foal
VTL_Poal
VTL Feal

Baroode

RIDDOOLE
ARIIDOILE
ATOIDAZLE
RODDOILE
AD0DO4LE

¥TL Tape Jummary

vault
vault
wanlt
vault
vault

Total number of tapes:

Toral poola:

HW
W
il
W
B

Size Demd %) Comp MNodTima
100 GiB 3.0 GiE [0.00%) O= 010507 e 095041
100 GiBE 9.0 GIE [(3.00%) D= 2010 07/ 18 D9:50:41
100 GiE 4.0 GiE [(A.00%) DOx 201007016 D9 R0l
100 i 9.0 glE (A.00t) Ox 201007016 05:50:41
100 GiB Q.0 GiE [d.00%) O= 2010/07/16 D9:50:41

o o o e o S s e o e e e
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Total slre af tapes: EMD GiR
Total space used by tapes: §.0 GIE
Avrerage Comprassion: 0, 0x

b wel import HewWTL barcode ADOOOOLY count % pesl VWIL Deal
oo imported 3 tapeisl... =

¥ vtl taps show pocl VIL Rool
Procesaing tapes....

YL Tape Zummary

Total nusbai of tapoo: 5

Tortal pools: 1

Total size of tapesas 500 Gis

Total space u=ed by tapes: 0.0 GiB

hyerage Compeesalan: 0. 0x

Exporting tapes

Exporting & tape rernoves that tape from a slot, drive, or cartridge-access port (CAP) and sends it
to the vault.
Procedure

J54

L ¥ou can export tapes using either step & or step b,

a. Select Virtual Tape Libraries = VTL Service » Librarles » dbvare Then, selact More
Tasks > Tapes = Export. In the Export Tapes dislog, enter search information about the
tepeE to export, and select Search:

Table 163 Export Tapes dialog

Fiald Uaer input

Locstion M there ls & dres-down list, salect the name of the library whers the e is located,
or laave the sefectad lbrary.

] Select the name of the pool In which to search for the tape. 1T no pooks have besn

created, use the Dafsult podd,

Barcode  Specify a unique barcode. of leave the default [*) to raturn a group of tapes, Barcodae
affows the wildcards ¥ and *, where ¥ matches any single character and * matches 0
or mora charactars,

Count Enfar the mEximsm numbar of tapes you want to be retumaed 1o you. f you lsave this
blark, the barcode default (*) is usad

Tapes Per  Select the maximum numbsar of tapes to display per page. Possible velues ame 15, 30,

Fage end 45.

Salectall  Select the Select All Pages chackbos to select all tepes returned by the search
A qLsary.

ltama Shows the rumber of tapas selected across multiphe pages - updated avtomatically

Salcted  for sach taps selection.

b. Solect Virtual Tape Libraries = VTL Service > Libraries > fbrary » Changer = Drives =
drives Tapes. Selact tapas to expart by salecting the chockbox naxt to:

= An individual taps, or
= The Barcode column to select all tapes on the current page, or
# Tha Seleet all pages checkbox to select all tapesa returned by the search quary,
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Oinly tapes with a library name in the Location column can be exported.

Seloct Export from Library. Thie button (s disabled by default and enablad anly if all of
the selacted tapea have a library nama in the Location column,

From tha Export Tapes: ibrary viaw, verify the summary Infosmation and the tape fet, and
salect OK.

Select Close in the status window.

CLl Equivalant

# vtl axport NewWTL ocap address 1 coant 4
«ow BEpoEted 4 tapels)...

Moving tapes between devices within a library

Tapes can be moved between physical denices withind Forary 1o mimic backup software
procedures for physical tepe lbraries {which move a 1ape In @ llbrary from e slot to & drive, a slot to
a CAP, a CAP o a drive, and the reverse). In a physical tape library, beckup software never moves
4 tape outside the library, Therefore, the destinatlon Bbrary canmot change and is shown anly for
clarlficetion,

Procedurs

1.

4,
5.

Select Virtual Tape Libraries > VTL Service = Libraries > Sbrary

Mote that whan started from a library, the Tapes panel allows tapes to be moved only
betwaen davices,

Salect More Tasks » Tapes > Move,

Mote that whan started from a library, the Tapes panel allows tepes to be moved oniy
betwaan devices.

In the Move Tape dialeg, enter search information about the tapes to move, and select
Search:

Table 154 Meve Tape dlalog

Field User inpat

Lecation Lacation cannat be changsd.
Paal Salect & pool.

Barcode Specily 8 unigua barcods. or lesave the dafault (") to return 8 group of tepas,
Barcode pllows the wildcards 7 and *, whara 7 matches any gingle charaster and
* matchas I or more charscters.

Count Enter the maximum number of tapes you want to be returned to you. If you leawe
thiz blank, the bargode defaiut (*) is used.

Tapas Per  Salect the maximum number of tepes to display per page, Possiba values are 15,
Fage 30, and 45,

Iterrs Shows the nurmber of tapes selected across muftiple pages - updated
Selected sutormnetically for each tape salectan,

From the seanch results list, select the tape or tapes to move.
Do one of the following:
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& Select the device from the Device st (Tor example, a slot, drive, or CAP), and enter &
slarting address using sequential numbers tor the second and subseguent tapes. For

each tape ta be moved, if the specified eddress Is occupsed, the next available address i
used.

b. Leeve the address blark if tha tape in & drive originally came from a slot and s to be
returned to that skot; or if the tape is to be moved 1o the next available slot.

6. Balect Next.

In tha Move Tape dislog, verity the summary information and the tape listing, aral select
Submit.

B. Select Clase in the status window.

Adding slots
You can add slots from a configured library to change the number of storege elements.
About this task
(T)| Mote: Some backup spplications do not automatically racognize that siots have been added to
8 DD VTL. Sea your applicetion documentation for information on how to configure tha
eppication to recognize ths type of change.
Procedurs
1. Select Virtual Tape Libraries > WTL Service » Libraries » (hran:
2. Select More Tasks > Slots » Add,
3. Inthe Add Siots dialog, enter the Mumber of Slots to add. The total number of slots ina
library, or in all libraries on a systemn, cannot exceed 32,000 for a library and 64,000 for &
EyEtem,
4, Select OK and Close whan the status shows Complanad,
Deleting slots
You can delete slots from a configured Bbrary to change tha number of storage slements.
About this tesk

(1) Note: Some backup applications do not automatically recogrize that slots have been deleted
from a DD VTL. See your appication docurmentation for information on how to configure the
application to recognize this type of change.

Procedurns

1. if the slot that you want to delete containg cartridges, move those cartridges to the veult,
The system will delete only empty, uncommitoed slots,

2, Select Virtual Tape Libraries = VTL Service > Libraries » ftrany.
3. Select More Tasks > Slots > Delete,

4. Inthe Delete Slots dislog, enter the Mumbar of Slots to delete.

5. Select OK and Close when the status shows Coopleted.
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You can add CAP3 (cartridge sccess ports) from a configured library 10 change the number of
storage elemants.

About thiz task
(i) | Mote: CAPs gre used by a limited number of backup spplications. See your application
documentation to ensure that CAPs are supported,
Procedurs
1. Select Virtual Tape Libraries » VTL Service » Libraries » fbrary,
2. Select More Tasks > CAPs > Add,

3. Inthe Add CAPs disdog, enter the Number of CAPs to add, You can add from 1 to 100 CAPa
par library and from 1te 1,000 CAPs per system.

4, Spbect OK and Close when the statis shows Cormp leted,

Deleting CAPs

You can delete CAPs (cartridge access ports) from & configured library to change the number of
storage elemants.

Absout this task

(T)| Mote: Some backup applications do not automatically recognize thet CAPs have bean deleted
from a DD VTL. Sea your application documentation for informetion on how to configure the
application to recognize this type of change

Procedure

1, If the CAP that you want to delete containg cartridges, move thoge cartridges to the vault,
or this will be done automatically,

2. Select Virtual Tape Libraries = VTL Service » Libraries = fbrany
5. Select Maore Tasks > CAPS > Dalate,

4. Intha Delete CAPs dialog, enter the Number of CAPs to delete. You can delete a maximum
of 100 CAPs per library or 1000 CAPs per system.

5. Salect OK and Close whean the status shows Compl ated.

Viewing changer information

Thera can be only one chenger per DD WTL. The changer model you select depends on your
specific configuration.

Procadure
1. Select Virtual Tape Libraries > VTL Service » Libraries .
2. Eelect & specific lbrary.

. If ot axpandad, sebect the plus sign (+) on the et to open the libvary, and select a Changer
element 1o displey the Cranger informetion panel, which provides the following Information.
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Table 165 Changer informatian pansl

Itwrm Dascription

Vardor The name of the vandor who manufactured the changer
Prodisst The modal nams

Rewision Thi revision level

Sarial Murmtar  The changer sarial numbar

Working with drives

Selecting Virtual Tape Libraries > VTL Service » Libraries > dibrary > Drives displays detailed
information for el drives for a selected library.

About this task

Table 156 Drives information panel

Column  Description

Drive The kst of drives by name, where name i “Drive @ and # & 8 number batwaen 1
and n regrasenting the address or location of the drive in the Ist of drives.

‘endor The marmifacturar or vendor of the drive, for exampls, 1HA,
Product Tha product name of the drive, for exampda, LILTRILKM-TDS.
Rewvision  The revision mumber of the drive produst.

Sarial Thea sevlal numiber of the drive product,

Mumber

Status Whether the drive is Empty, Opan, Locked, or Losded. A tape must be presart for
the drive to be lscked or Icaded,

Tape The bercode of the tapa in the drive (1 &ny).

Pogl The poal of the tape in the drive (if any).

Tape and library drivers - To work with drives, you must use the tape and library drivers supplied
by your backup software vendor that support the I[BM LTO-1, IBM LTO-2, IBM LTO-3, IBM LTO-4,
IBM LTO-5 (default), HP-LTO-3, or HPF-LTO-4 drives and the StorageTek L180 (default),
RESTORER-L180, IEM TS3500, 12000, 16000, or DOVTL liraries. For more information, see the
Application Compativiity Matrices and integration Guides tor your vendors. When configuring drives,
also keep in mind the limits on backup data streams, which are determined by the platform in use.

LTO drive capacities - Because the DD system treats LTO drives as virtual drives, you can set &
maximum capacity to 4 TIB (4000 GiB) for each drive type. The default capacities for each LTO
drive type sre as follows:

¢ LTO-1 drive: 100 GiB

«  LTO-2 drive: 200 GiB

+  LTO-3 drive: 400 GiB

= LT0O-4 drive: 300 GiB

o L TO-5 drive: 1.5 TIB

Migrating LTDO-1 tapes - You can migrata tapes from existing LTO-1 type VTLs to VTLs that
inchsde ather supperted LTO-typs tapes and drives. The migration options are differens for sach
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backup epplication, so follow the ingtructions Inthe LTO tape migration guide specific 1o your
gpplication. To find the appropriate guide, go to the Online Support Site, and in the seerch text
bow, type in LTO Tape Migration for VTLs.

Tape full: Early wamning = You will recaive a warning when the remaining tape space is almost
completely full, that ig, greater than 999, but less than 100 percent. The apolication can continug
writing until the end of the tape to reach 100 percent capaclty. The last write, however, s nat

recoverable.

From the Maore Tasks menu, you can craate or delete a drive,

Creating drives

See the Mumber of drves supparted by 2 DO VTL section to determing the maximum number of
drives supported far your particular DD YTL.

Procedure

1. Sebect Virtual Tape Libraries » VTL Service » Libraries » (fibrary> Changer > Drives.
2. Select More Tasks » Drives > Creata,
3, Inthe Create Drive dislog, enter the following information:

Table 167 Create Orive dialog

Field User input

Location Salwct a library name, or lave the neme selected,

Mumber of Son the table in the Mumber of Drives Supported by g D0 WTL section, earfier
Drivas in this chapter.

bdodel Mama  Select tha modal from the drop-down list. I ancther drive already exists, this
opticn is inactive, and the existing drive type must be wed. You cannot mix
drive types in the same lbrary.

1EM-LTO-7
IBM-LTO-2
IBM-LTO-3
IEM-LTO-4
IBM-LTO-5 (defoult)
HP-LTO-3
HP-LTO-4

4, Select OK, and when the status shows Compl et ed, select OK,
The added drive appears in the DOrives fist.

Deleting drives

A drive miest ba empty befora it can bo daleted.

Procedura

1. If there i & tape in tha drive that you want to delete, rerfnove the tapea.
Z. Select Virtusl Tape Libraries > VTL Service > Libraries » fvacy » Changer > Drives,
3. Select More Tasks » Drives » Delete,
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4. In the Deleta Drives disiog, select the checkboxes of the drives to delete, or select the Drive
checkbox 1o delate all drives.

5. Select Mext, and after verifying thet the correct drive(s) has been selacted for daletion,
select Submit,

6. When the Delete Drive Status dislog shows Conpleted, select Close.
The drive will have been removed from the Drives list.

Working with a selected drive

JEQ

Selecting Virtual Tape Libraries » VTL Service » Libraries > fitvary > Drives > dnive displays
detailed information for a selected drive.

Tabls 168 Driva Tab

Calumn Description

Dirtwa Thia list of drives by nama, where name & " Drive 8~ and
# |z 8 number betwean 1 and n reprasanting the address
or location of the drive in thie Bst of drives.

Wendor The manufacturer or vandar of the drive, for sxamgle,
B,

Prodisct The product name of the driva, for example, ULTRILM-
TDS,

Revisian The revision number of the drive product.

Sarlal Mumber The serig! number of the drive product

Status Whather the drive is Empty, Open, Locked, cr Loaded. &
tape must be presant for the drive to be locked or
loaded.

Tapa The barcods of the tape in the drive (if any).

Paal The peal of the tapa in the drive (if any).

Table 158 Sustistics Tab

Column Description

Endpaint The spacific name of the andpoint

Opass The oparations per second.

Fead KiBss The spaed of reads In KB per secopd,

Wirite KiBs/s The spaed of wiites in KiE par second.

From the More Taeke ranu, you can deboto the drive or perform a refresh.
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A tape is represantad &s a file. Tapes can be imported from the vault to a library, Tapes can be
exported from a library to the vault. Tapes can be moved within a library across drives. siots
(cartridge shots), and CAPs (cartridge accass parts).

About thie tesk

When tapes are created, they ane placed into the veult. After they heve been added to the vault,
they can be imported, exported, moved, searched, or removed.

Selecting Virtual Tape Libraries » VTL Service > Libraries > ibrary >Tapes displays detailed
informiation for all tapes for a sebected library,

Table 180 Tape dascription

ltem

Cescription

Barcode
Faal

Lacatian

State

Capacity

Camprassion
Last Modifiad

Lockad Until

T unilgue barcode for the tape.

The nama af tha pool that holds the tape. The Default pool
halds af tapes snassigned to a user-creatad peal,

The locathon of te tape - whather in & Urary (and which
drive, CAF, or siot numbar] or in the virtual vaglt,

The state of the taps:

= RW = Reed-writable

& RL - Retention-ocked

= RO - Readable anly

= WP - Write-protected

s R0 - Raplication destination

Thee total capecity of the tape.
The amaount of space used on tho tape.

Thi emaunt of compression performad on the data on a tapa.

Tha data of tha tast changa to the tape's information.
Modificatian trres used by the system for age-based poicies
might differ from the last modified time dizplayed in the taps
information gections of the OO Systam Manmgar.

If a DD Ratention Lock deadline has been set, the time et |=
shown. If no retention lock exists, this value is Not

specifiad

From the mformation panel, you can impot a tape from the vault, export 8 taps to the ibrany, set &
tape's state, create a tape, or deleste a tape.

From the More Tagks menuy, you Can mowve & tape.
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Changing a tape's write or retention lock state

Before changing a tape’s write or retention lock state, the tape must have bean created and
imported. DD VTL tapes follow the standard DD Retention Lock palicy. After the retention period
Tor & tepo has expired, it cannot be written to or changed (however, it can be deleted).

Procedure

Select Virtual Tape Libraries » VTL Service » Libraries > fibrary > Tapes.

Select the tape to modify from the list, and select Set State {above the list].

In the Sat Taps State dialog, select Read-Writeable, Write-Protected, or Retention-Lock.
It the state is Retention-Lock, either

# anter the tape's expiration dete in & epecified number of days, weeks, months, years, of

» select the calender icon, and select a date from the calendar, The Retention-Lock
axpnes at noon on the selected date,

& W R

5. Select Next, and sefect Submit to chenge the state,

Working with the vault

The vauit holde tapes not being used by any library. Tapes reside in either & library or the vault,

Selecting Virtual Tape Libraries » VTL Service > Vault displays detailed information for the
Detault pool and any other existing pools in the vault.

Systemns with Cloud Tier and DD VTL provide the option of storing the vault on cloud storage.

Tabile 161 Fosl Summary

feam Deseription

Pool Count The number of VTL poals,

Tape Count Tha numbar of tapas in the poals

Sire The total amount of space in the pools.

Logical Used Tha ameunt of space used in the pools.
Compression The average amount of comprassian n the pogls,

The Protection Distribution pane displays the fallowing information,
E}|NMB: This table only appesrs If Clowd Tier is enabied on the protection System.

Table 162 Protection Distribution
Item Description
Storage typa Wault or Cloud,
Claud provider Far systems with tapas in Clowd Tiar, thers is & colismn for
each cloud providar.
Logical Lised The amaunt of space wsed N the poos.
Pool Count Tha rumbar of VTL pooks.
Tape Sount The ruemier of tapes in the pools.
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From the More Tasks menu, you can create, delete, and search for tapes in the vault,

Working with the cloud-based vault

DD VTL supports several parameters that are unigue to configurations where the vault is stored on
Cloud Tier storage.

The faollowing operations are evalable for working with cloud-based vault storage.

= Configure the data movement policy and cloud unit informetion for the specified VTL poal. Run
the vel pesl medify <pocl-name’> data-movement-policy {dser-managed | age-
thrashold <days> | nooe} to-tisr (eloud] elewd-unit <eleud-pni t-pames

command.
The available data moverment policies are:

®  User-managed: The administrator can st thiz policy on a pool, to manuslly select tapes
fram the poal for migration 1o the cloud tier. The tapes migrate to the cloud tier on the first
data movement operation after the tapes are selectad.

= Age-threshold: The administrator can get this policy on a pool, to allow the 0D VTL to
automatically select tapes from the pogl for migration to the cloud tier based on the age of
the tape. The tepes are selected for migration within six hours after they meet the age
threshold, and are migrated on the first data movement operation after the tapes are
selectad.

* Select aspacified tape for migration to the clowd tier, Fun the vel taps salact-for-move
baccoda <barcode> [count <ocount>] pocl <pool* to=-tier {cloud} command.

= [Desalect a specifted tape for migration to the clowd tiar, Bun tha v£1 taps dasslasct=-£fas-
Hova barcoda <harcods> [oount <ooont»] pool <pool> to-tier [clowd] cormrmand.

« [ecal atape from the cloud tier. Bun the vtl tape recall start barcode <Barcode>
[oount <oount>] peel <pool>command.
After the recall, the tape resides In a local DD VTL veult and must be imported to the library far
BCCOSS.

(i) |Mete: Runthe vrl tape show command at any time to check the current location of @

tape. The tape Iocation updates within one hour of the tape moving to or from the clowd
tiar.

Prepare the VTL pool for data movement

Set the data mowement policy on the YTL pool to manage migration of WTL deta from the local
vault to Cloud Tier,

About this task

Data movement for ¥TL cccurs at the tape volume level, Individeal tape wolumes or collectiona of
tape volumnes can be moved 63 the cloud tier but only fram the veult location, Tapes inothar
elements of 8 YTL cannot ba moved,
@Ir-lutu; The default VTL pool and vault , /data/coll fbackop directorias or lagacy library
|configurations cannot be used for Tape out to Clowd.
Procedure
.. Sslect Protocols = DD VTL.
2. Expand the list of pools, and select a poal on which to enable migration to Cloud Tier.
in the Cloud Dats Movement pane, click Create under Cloud Data Movement Policy.

In the Policy drop-down s, select a data movemant policy,

e
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* Age of tapes in days
*  Manual selection

5. Bet the data movement policy detals.

* For Age of tapes in days, select on age threshald after which tapes are migrated to
Cload Tier, and specify a destinetion cloud wnit,

* For Manual selection, specify a destination cloud unit.

6. Click Create.

E} Mote: After creating the data movement policy, the Edit and Clear buttons can bo used
to modify or delete the data movemaent policy,

CL| equivalent
Procedure

1. Set the data movement policy to user-managed or age-threshold

G_j Mote: WTL pool and cloud wnit nomes are case sensitive and commands will fail if the
case is not correct,

* Toset the data movemnent policy to user-managed, run the following command:
vil pool mogify clovd-yil-pool data-movement=policy uzer-managod
te~tier cloud cleoud=unlt eca=uritl

Any tapes that are already selected will be migrated on the next data=movement ruon.
¥IL data-povement pollcy is Set to “oser-managed™ for VIL pool "eloud=wtl-pool®|

* Toset the data movernent policy to age-threshaold, run the following command:
{I_‘,I|Mﬂll: The minimurm is ¥4 days, and the maximum s 182,250 days.

Tl pool midlfy clood-vtl-pool data=movementc=-pollicy age-thrashold
L4 to—tler clopd Eleoid=init scs—unitl
ok

Any tapes that are already selected will be migrated on the next data-movement ran.
VIL data=-mavemefit policy “age-threshold™ 18 ser to 14 days For the VIL poal “cloud-wil-

poal®,
2, Werify the data movement palicy for the WTL paal.

Run the follewing command:

vEl podal show all
WTL Paala
Foal Btatus Tapee Size (GiW) Uped |GiE] Conp Cloud Onit
Cload Policy
clovngd-vil—paal LT 50 250 a1 din ecz-unitl
s =managed
D=fanlt RW e} 0 a st =
none

O e PR -

d080 tapes in 5 pools

RO i Bead Only
BDh : Beplicatios Destinsation
BCM i+ Backwards—Compatipility

3, Werify the policy for the YTL pool MTree s app=managed,.
Run the following command:

dats—movement policy show all
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Target(Tier/Unit Hame) Falicy Yalue

Jdatasesllyeloud=vel=poanl Cloed fecs=unitl app—managad snablad

e e e o ) S S A . S O N e e e e ————

Remove tapes from the backup application inventory

Uze the backup application verify the tape volumas that will mowve ta the clowd are marked and
imventoried according to the backup application requiramants.

Select tape volumes for data movement

hManualy salect tapes for migration to Cloud Tier (immediately or at the next scheduled data
migration), or manually remove tapes from the migration schedule.

Bafare you bagin

Warify the backup epplication is aware of status changes for wolumes moved to cloud storage.
Complate the necessary steps for the backup application to refrash s inventory to reflect the
labest volume status.

i the tepe is not in the vault, it cennot be migrated to Clowd Ther.
About this task
Procedure

1.
2,

6.

Select Protocols » DD VTL.

Expand the list of poals, and salect the poal which is configured to migrate tapes to Cloud
Tier,

In the pool pare, dick the Tape tab.
Solect tapes for migration to Cloud Tier.
Click Select for Cloud Move to migrate the tape at the next schoduled migratkon, or Move

I to Cloud Mow to immaediataly migrate the tape.

(7| Mote: If the data mevement pelicy Is based on tape ages, the Select for Cloud Move is
not avallable, a5 the protection system sutometically selects tapes for migration,

Click Yes at the confirmation dialog.

Unsalect tape volumes for data movement
About this task

Tapes selected for migration to Cloud Tier can be removed from the migration schedule.
Procedurs

1
2,

mom s

Selact Protocols = DD VTL

Expand the ligt of posle, and saloct the paal which 2 configured to migrate tapes to Cloud
Tiee.

In the pool pane, click the Tape tab.

Select tapes for migration to Cloud Tier.

Click Unselect Clouwd Move to remove the tape from the migration schadule,
CEck Yes at the confirmation dialog.
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CL! equivalent

JEE

Procedure
1. |dentify the slot location of the tape valume t move.
Run the following commend;

vil tape show cloud-vwil

Processing tapas; ..

Barcode Paol Locatien Etata Siga Uead %} Comp

Hetd Fication Time

e o o e o Y e e

- = ETTEES — - e [Ty

TOOO0LLA clond=vtl=foonl cloud-wtl slat 1 B 5 Gif E.0 GiE [99.07%] 205%

2017/05/05% 10643:43

TUI0DZLY = clond-vil-poonl cloud=vtl slot @ b 5658 5.0 GIE- [55.07%) Jhx

2017405498 10:45:10

TOOOODILE clood-vtl-pool sloud-vtl mloe -3 W 5 @B 5.0 Gin (D5 0TR) T3k

017205505 10345:28
2. BSpecify the numeric slot value to export the tape from the DD VTL.
Run the following command:

vtl export clovd-wtl-pool slot 1 count i
3. Verity the tape is in the vault.

Run the following command.
YLl tapm show wault

4. Belect the tape for data movement.
Rum the following command.

vil tape sslect-Tor-move bBarscde TOODOLLY count 1 pool elogd=vil-

poal to=tier cloud

(I} Maote: If the date movement policy is age-threshold, data movement ooours

automatically after 15-20 minutes,

8. View the list of tapes scheduled to move to cloud storage during the next data movement

cperation. The tapes selected Tor movement display an (3| in the location column.

Fun the following command:
vtl tapa show vault

Presmsaing tapes.....
Barcada Foal bLocacion State Sizm Used (%)
Modifleakion Time

e e = = [Ep—— - -

TOCDOILI cloud-witl-poal waulk [5] Rw 5 Gl E.0 sim (9907
2017/05/058 1(:43:43
TOM0GLY elogd=vtl-ponl ecs-npnitl m/fa £ BiF 5.0 SiB {99.067%)

2017705/05 1045149

e o o o e e o = = = = L —

* RO ¢ Beplication Bestination

15} Tdpe selected for migratlon to cleud. Selected tapes will move ito cloud on
data-wovement Tun.

iR} Fecall pperation 18 in prograss for the taps,

VIL Tape Sumnmary

Tetal number of tapes: 10624
Total poola: 3

Total size of tapas! 40175 GiB
Total space used by rcapes: 39.6 GiB
Erverage Compression) 8. Tu
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6. If the deta movement palicy is user-managed, initiate the data movement operation,

Run the following command:
deta-novemént start

7. Obgerve the status of the dets movement operation.
Run the following cormmand:

data=-mnovemsEnt wabch

8. Verify the tape volumes successfully mowve to cloud storage.

Run the following commanid:
vtl tape show all clouod=unit =ca=unitl
Processing tapes. . ...
Barcoda Paogl Location  Stake Size Fsed (%) Comp Modificaclon Tima

e S R NS BN NN BN W M e e o

TOQGO01LY clouwd-vwtl=pocl ece=unitl nfa 5 GiB 5.0 Gid [99.07%) B FA1T/O05S05 10:41:4l
TOOZ06LY eloud=vil=pasl ass=-unitl nfa E Gim 5.0 GiBR |95 0TR) €2 2017005405 10+45:4%
i3] Tape salected for migration to cloud. Belected tapes will mowe Lo cloud on the nex:
data-morensnt Lan.

{R] Becall pperation is in progreas Tor the Cap.

| 7% T =

VTL Tape Summary

Total number of Capas: i

Total poolat Z

Tetal ‘siza of tapas: 16 GiB
Total space used by tapes; 14.9 GG
frerage Compression: 50, 5%

Restore data held in the cloud

When a client requests data for restore from the backup application server, the backup application
should generate an slert or message requesting the required volumes from the cloud unit,

The wolume must be recelled from the cloud and checkad into the DD WTL library befors the
backup eppfication must be notified of the prasence of the volumes.

{:‘_f} Mote: YVerify the beckup application is aware of status changes for volumes moved to cloud
storage. Complete the necessary steps for the beckup epplication to refrash its inventory 1o
reflect the latest volume status,

Manually recall a tape volume from cloud storage
Recall a tape from Cloud Tier o the local YTL vault.
Frocedura
1. Select Protocols > DD VTL.

2. Espand the Hst of poals, and salect the pool which s configured to migrate tapes to Cloud
Tiwr,

5. Inthe pool pane, click the Tape tab.
Select one or more tapes that are located In & cloud unit.
§. Click Recall Cloud Tapes to recall tapes from Cloud Tler,
Resulte

After tha next scheduled date migration, the tapes are recalled from the cloud urit % the vault,
From the vault, the tapes can be returned to a library.
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CLI equivalent
Procedura

1. Identify the volume redquired to restore data.

2, Recall the tape volume from the vadlt.
Run the following command:
Vil tape recall scart barcode TO0001L3 count I posl ¢loud-vwil-pogl

3. Verify the recall oporation started.
Run the following command:

data=-moveament skatus

4 Verity the recall operation completed succassfully,

Run the following command:
Ll tape show all barcode TOOODILE

Processing tapas....
Barcoda Fool Location Erate Size Dsed (%] Cesmp
Hodificabion Time

——— == . e L (R p—p— e = -

e e e B i

TOIIDLLI clowd-vil-poal clopd-1el slat 1 i 5 GiE 5.0 GLE | 9%.07%] 23 B
0170505 1041441

o —merema-- - —_ - = - —

12} Tape selected for migration te ¢loud, Selscted tapes will move to cloud on the nest

data-novemsnt run.
(B} Recall cperation 15 Ln progoess for the tape.

WTL Tapa Sumnary

Toral nombar of Capes: 1
Total pools; 1
Tetal aize of tapes 5 QLA
Total space used by tapssi 5.0 GiE
Fuarage Conpressdong 238, L=
5. Validate the file location,
Run the following command:
fileays report generate file~lseatlen path fdatasooll/eclovd=vel-
paaol

filesys report generate file-locaticn path JYdatafcoll/clood=vbl-pool

- = — —— ==

File Kama location{Unic MHame)

o o e rTrammEna -

fdatafcoll/clond—vil-poolys vl _pool Bothve
fdatafcoll folopd=vt]l=pool S vt/ THO00113 Acotlive

B. Import the recalled tepe to the DD WTL.

Run the following command:
vl dmport cloud-vtl barcode TODODILE count 1 pool cloud=vel=pool
element ‘glat

imported 1 teape(s]...sysadslnfddbabaTIf vil tape ahow clood=vilProces=s=ing tapes.....
7. Check the volume into the backup application invantory.
B. Restore date through the backup application,
2, When restore is completed check the taps volume out of the beckup application Imventary.
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10. Export the tepe volume from the DD VTL to the vault.
1. Mowve the tape back to the cloud unit,

Working with access groups

Areess groups hold 8 collection of inftiator WWPNs (worldwide port namas) or allases and the
drives and changers they are allowed to access, A DD VTL default group named TapeServeriats
you add davices that will support NOMP (Network Dats Mansgement Protocol)-besed backup
applications,

Access group configuration allows inltiators (in general backup applications) to read and write data
to devices In the same accass group.

Access groups let clients access only selected LUMs {media changers or virtue! tape drives) ona
system. A client set up for an acoess group can eccess only devices in its access group.

Aveid making sccess group changes on e DD system during active backup or restora jobs. A
change mey cause an active job to fail The impact of changes during sctive jobs deponds on a
combiration of backep software and host configuratons.

Selecting Access Groups > Groups displays the follewing information for all access groups.

Table 163 Access growp nforrmaricn

Item Description

Group Mams Mame af group

Initigtors Mumbaer of initistors in group.
Covices Mumbar of devicss in groug,

It you select View All Access Groups, you are taken to the Fibre Channel view.
Fram the Mare Tagks menu, you can creste or delete 8 group,

Creating an access group

Access grouds Mansge access between devices and initiators. Do not use the default TapaServer
Sccess group unkess you sre using NOMP,

Procedurs

Select Access Groups » Groups.

Select More Tasks » Group » Create

In the Create Access Group dialog, enter 8 name, from T to 128 cheracters, and select Mext.
Add devices, and aslect Neaxe.

Review the summary, and salect Finish or Back, as appropriate.

CLI Equivalant

;oA op o

# wvEl gremp craate My Groap
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Adding an access group device

Access group configuration allows initiators (in general backup epplications) to read and write data
to devicas in the same access group.

Procedure

1. Select Access Groups > Groups. You can also select 2 specific group.
Salect Mare Tasks = Group » Create or Group = Configure.

Ir the Create or Modify Access Group dialog, enter or modify the Group Name If desirod.
(This field is reguired.)

4, To configure initiators to the access group, check the box next ta the initistor. You can sdd
Initiators to the group later.

5. Select Next.
6. Intha Devices display, sslect Add (+) to display the Add Devices dialog.

a.

Vierify that the correct library is aslected In the Library Mame drop-down list, or select
anothar library.

. In the: Device area, select tha checkboxes of the devices (changer and drives) to be

included in the group.

. Dptionally, spacify @ sterting LUM In the LUN Start Address text box.

This is the LUN that the DD system returns to the initiator. Each device is uniquely
identified by the library and the device name. (For example, it is possible to have drive 1
in Leorary T and drive 1 in Library 2). Theratore, a LUN |5 associated with & devics, whieh
i5 identified by its library &and device name.

When presenting LUNs vie attached FC ports on FC HBA/SLIC, ports can be designated
BE primary, seCondary, or none. & Primary port for a set of LUNs & the port that is
currently advertizing those LUNs to & fabric. A secondary port is a port that will
broadcast a set of LUNs in the event of primary path failure (this requires manual
intervention). A setting of none s used in the case where you do not wish to advertize
selected LLINs. The presentation of LUNs depends on the SAM topology in question,

The Initiators in the access growp interact with the LUN devices that are added to the
group.

The maximum LUN acceptad when creating &n access group is 16383,

A LUN can be used only once for an individual group. The same LUN can ba used with
miultiple groups.
Some initiatars (cliants) have spacific rules for target LUN numbering; for example,

requiring LUM C or requiring contiguous LUMNz. If these rules are not followed, an initiator
may not be able ta access some or all of the LUNz ssaigned to s OD VTL target port.

Check your initiator documentation tor special rules, and If necessary, alter the davice
LURNs on the DD WTL target port to follow the rules. For example, if an inftiator requires
LUMN O o be assigned on the DD VTL target port, check the LUNs for devices assigned 1o
ports, and If there is no device assigned 1o LUN O, change the LUN of & device =0 it 8
assigned to LUMN O,

In the Primary and Secondary Endpoints erea, select an option to determing from which
ports the selectad device will e seen. The following conditions apply for designated

parts:
s gl — The checked device is seen from all ports.
= nong - The checked device is not seen from any port.
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o zalect = The checked device s 10 be sean from selected ports. Select thae checkboxes

of the appropriate ports.
It anly primary ports ere sebected, the checked device s visible cnly from primary

ports.
It only secondary ports are selected, the checked device is visibla only from
sacondary ports. Secondary ports can be wused if the primary ports become
unavailnbia.

Thi switchover to & secondery part I8 Not &n autometic operation. You must manually
gwitch the DD VTL device to the secondary ports if the primary ports become
unavailabe.

The port list is & lkst of physical port numbers. & port number denotes the PCI slot and a
latrer danates the post on & POl cand. Examoles are 1a, 1b, or 28, 2b.

& drive appeera with the same LUM on all the ports that you have configured.

. Salect OK.

You mre returnad to the Devices dislog box where the new group is listed. To edd more
devices, repeat these five substeps.

Selagt Next,
B, Select Close when the Comp lered status message is displayed.

CLI Equivalent

,
]
:

Group: Setlp Test

Initiatprse:
Initiator Allas Iniciator WWPH

= - Y O B e e o

r..lml&_p."!l 21+00:00:24 :FE: 31 s TA

Daricmer

bevice Hame LUK Primary Foris Becandary Ports in-use PorLE
Fetlg Teat changet a all all all
Satlp Tast drive 1 1 all all all
Setlp Teat drive 2 F Sa Sh 58
S=tDOp Teat drive 3 i andpeint-fc-=0 andpoint—ic-1 “endpoint—fc-0

o e o o e o e ke R R B e et | e e

Modifying or deleting an access group device
Yiou may need to modity or delete s device from an access group.
Procedure
1, Select Protocols = VTL » Acceas Groups = Groups > groug
2. Select More Tasks » Group » Configure.
L. Inthe Modify Access Group dislog, enter or medify the Group Name. (This fiald is

requirad. )

4. Toconfigure Initiators to the sccess group, check the boo next to the Initiator. You can add
indtiators to the group later,

Dl EMAC DD OS5 Administraticn Guida M



il Wirtual Tepe Library

5. SOelect Next,

€. Select a device, and select the edit (pencil) icon to display the Modify Devices dialog. Then,
fobow steps a-e. If you simply want to delete the device, select the deleta (X) icon, and skip
to step e.

a. Verify that the correct librory is selected in the Library drop-down list, or select another
library,

b. In the Devices to Modify area, select the checkboxes of the devices {Changer and
drives) to be modified.

€. Cpticnally, madify the starting LUN (logical unit number) in the LUN Start Address box.

This is the LUN that the DD system returns to the initiator. Each device is uniquely
Identified by the brary and the device name. (For example, it is possible to have drive 1
in Likrary 1 and drive 1in Library 2). Therefore, a LUN is associated with & device, which
iz identified by Its librery and device name,

The initiators in the access group interect with the LUN devices that are added to the
graap.

The masimuem LUN accepred when creating an access group s 16585,

A LUN can be used only once for an individual group. The seme LUMN cen be usad with
rmultiphe groups.

Some initiators (clients) have specific rules for target LUM numbering: for exampla,
requicing LUM O or requiring contiguous LUNs, if these rules are not followed, an initiator
may not be able to sccess some or all of the LUNs assigned to a DD VTL target port.

Chack your Initlator documentation for special rules, and if necessary, alter the devics
LUMNs on the DD WTL target port 1o Tollow the rules. For example, it an inltietor requires
LUM D to be assigned on the DD VTL target port, check the LUNs for devices assigned to
ports, and if there is no device assigned to LUN O, chenge the LUN of a device so it is
assigned to LUN Q.

d. In the Primary and Secondary Ports area, chenge the option thet determines the ports
from which the selected device is seen, The following conditions spply for deslgnated
ports:
= gll - The checked dovice i seen from all ports.
= none — The checked device & not sean from any port,

*  gelect - The checked device is sean from selected ports. Select the checkbowes of
the ports from which It will be seen.
if ondy primary ports are selected, the checked device i5 visible ondy from primary
ports.
If only sacondary ports are selectad, tha checked device iz visible anly from
secondary ports, Secandary ports can be used if primary ports become unavailabla.

The switchover to & eecondary port le not an sutomatic operaton. You must manually
switch the DD VTL device to the secondery ports if the primary ports becomsa
wrevallable.

Thwa port kst I a list of physical port numbers. A port number denotes the PCI siot, and 8
letter denotes the port on a PO card. Examplas are 1a, 1b, or 2a, 2b.

A drive appears with the same LUN on all ports that veu have configuned,

. Salect OK.
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Before you can delete an Booess group, you must remove gl of its initiators and LUMNs,

Procedure

Eodl ol

MNaxt,

. Remove all of the initiators and LUNs from the group.
Eelact Accoss Groups = Groups.

Selact More Tasks » Group = Delete,

In the Delete Group dalog, selact the chackbox of the group to be removed, and select

%, Inthe groups confirmation dislog, verify the deletion. and select Submit.
E. Select Close when the Delete Groups Status displays Completed.

CLI Equivalemt

# sceitarget group destroy My Group

Working with a selected access group
Belecting Access Groups » Groups » group digpleys the following Information for & selected

BCCESS group,

Tabla 164 LLINs an

item Description

LLIN Davice address = maximum number (8 165383 & LUN ean be
usad only once within a group, but can be wused &gain within
anather group. D0 VTL devices added to 8 group must use
eontigueus LLIN=

Library Reami of library Bssociated with LUN.

Davice Chengers end drives.

In=\sa Endpoints
Primary Endadaints

Set of endpoints currently Being used: primeny of secondary.

Initial {or dafault) ardpeint wsed by backup application. in the
event of a failere on this endpaint, the sacondary andpoirts
may be used, i pvailable.

Secomndary Endpoints Setof feil-pver endpoints 1o use [T primary endpoént falls
Table 165 Initators tab
Itmm Dascription
Wama Marme of initiator, which is sither the WAWPN or the aliss
assipned to the Inktlator,
WWEN Uiniqus warldwide port mame, which is a B4-bit identifior (a

Ed-bit wvaluo procaded by a 4-bit Metwerk Acdress Authorify
idwrtifier], of the Fibae Channel port,
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From the More Tasks menu, with 8 group selected, you can configure that group, or st endpornts
bn use,

Selecting endpoints for a device
Since endpoints connect a device to an initiator, use this process to set up the endpoints before
Y sannect tha davica.
Procedure

1. Select Access Groups > Groupe > groug
2, Gelect More Tasks » Endpoints > Set In-Use.

3. Inthe Set in-Use Endpoints dialog, select only specific devicss. or select Devices 1o select
all devices in thae list.

4. Indicata whather the endpoints are prifmary or secondary,
5. Select OK

Configuring the NDMP device TapeServer group

The DD ¥TL TepeServer group holds tepe drives that interface with NDMP (Network Data
Managemeant Protocol)-based backup applications and that send contral iInformation and data
streams aver IP (Internet Protecol) instesd of Fibre Channgal (FC). A device used by the NDWMP

TapeServer must be in the DD VTL group TapeServer and is available oy to the MOMP
TapaSerser.

Procedure

1. Add tape drives to a new or existing library (in this exampla, nemed “dd9900-16".
2, Create skots and CAPs Tor the library.

3, Add the created devices in a library (in this exemple, “dd9900-167) to the TapeServer
ACCEEE Qroup.

4. Emnable the NDMP dasmon by sntaring at the command line:
¥ npdepd enable

Starting NDM® daemon, please walb....eeceivvians
HOME dasncn iz snabled.

5. Enpure thet the NDMP daemon sees the devices in the TapeServer group:
¥ ndepd show devicenames

HiME Device Virtual Hame Vendor Product Sariml Ngmbar
fdev/dd ch eDedll dd9940-16 changer ST Ligd H2S0E20000
fdeysdd st cDELL] 99 0-16 drive 1 IEM OLTRIDH-TO3 290820001
-"Iﬂl:-‘-'-"lj-ﬂ_ﬂ L_U:'T.Elﬂ' dda9il=16 drive I IBEM ULTRIUN-TR3 a2S0E20002
fdewtdd st cDEI1l0  dA9900-1F drive 3 TOH OLTRIOH-TD3 E2O0E20003
feeddd st cOE4ll dcd9900=16 driwe 4 IEH OLTRIUH-TDA 290820004

e e e = S B B e S =4 CULEGAEES Lo Rl w Uil l L L A D= |

6. Addan NOMP user (rdmp in this esample) with the following command:
# ndmpd user add ndmp

Enter password:
Vverlfy pasaword:

7. Verify that user ndmp is added corractly:

f ndmpd user whow
ridme

&, Display the MOMP configuration:
# ndepd option show all

Hams Valus
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authentication

debug
poct

preferred-ip

Db Virtua! Tapa Library

text
glsablad
10adn6

e e e

9. Change the default user pessword authentication ta use MDE ancryptian for enhanced
gecurity, and warify the change (notice the suthonticatisn value changed from text to mdB]:

# ndopd optiosn set anthentication mdS
# ndopd cption sheow all

M A

O e o

authentication

debug
FaET

preferred-ip

Results

Valus

et

disabled
10440

MOMP is now configured, and the TepeServer eccess group shows the device configuration. See
the ndmpd chapter of the OO 08 Command Reference Guide for the complete command set and

options.

Working with resources

Selecting Resources » Resources digplays information about initistors and endpoints. An iWtaro”
g & backup client thet connects to a system to read end write data using the Fibre Channal (FC)

protocol. A specific initiator can support OD Boost over FC or DD WTL, but not both. An endpoint g
the logical target an a DD system to which the Initister connects.

Table 186 Initators tab

ltem

Description

Pl vty

WWFN

WIAMIN

Online Endpoints

Mama of irrtiator, which is eithor the WWPN or the alss
assipned to the iritiotor

Uinigque workdwide port name, which is a B4-bit identifier (a
E0-bit value preceded by 8 4-bit Natwerk Adarass Authorty
identifier]), of the Fibre Channel (FC) port.

Linkque worldwide node name, which is a B4-bat identifier (&
E0-bit valua precaded by a d4-bit Matwerk dodfress Atk
idantifier), of tha FC neda

Group name where ports are saan by initiator, Displays bone
or Of £l ine i the initiatar i wnavailable,

Table 187 Endpoints tab

uam Description
Mame Spacific name of endpoint
WP Urikgue worldwids poet nema, wihich I a §4-bit Identifier (3

G0-bit value preceded by a 4-bit Merfwork Aogress Authonty
igantifeary, of the Fitra Channel (FC) port,
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Table 167 Endpoints tab (continued)
Item Description
WM Unigue worldwide nods nema, which iz a §4-hit idantifier (a

G0-=bit valuve precedad by a d-bit Nefwork dddress Aufforiy
identifier), of the FC node.

Syatem Address System address for the endpaint.

Enabled HEA {host bus edeptar) port operational state, which s elther
Tes (enabled) or Mo (not enabled).

Stetus OO WL Enk status, which is sither on L ine (cepable of
handiing traffic} or OFFL ina,

Configure Resources

Selecting Configure Resources takes you to the Fibre Channel ares, where you can configure
endpaints and initiators.

Working with initiators

n Dell EMC DD

Selecting Resources » Resources » Initistors displays information about initiators. An initistor s a
client system FC HBA (fibre charmel host bus adapter) WWPN (worldwide port name) with which
the DD system Interfaces. An amiigiar ravie is an alias for the client’s WWPH, for sese of use.

White a client is mapped as an initiator - but before an access group has been added - the cliant
canngt gCcess any data on e DD system,

After adding an sccess group for the inftiator or client, the client cen sccess anly the devices in
that access group. A client can have access groups for muitiple devices.

An Bcoess group may contain multiple initistors, but an initator can esist in only one access group.,
{E}|Huta-' A maximum of 1024 initiatore ean ba configured for a DD system.

Tobda 168 nitator infarmation

ltem Dascription

higme Mame of initietor,

Groug Group essoctated with nitiator,

Online Endpaints Endpoints seen by initistor. Displays noneor of £line if

initiator s unavailabla.

¥ P Unique workdwide port name, which is a G4-bit identifier (a
B0-bit walue preceded by a 4-bit Mefwark Aodress AwiionT)
identifier), of the Fibre Channed (FC) port.

L Uniqua worldwide node name, which ki a B4-bit identifier (&
Gi-bit value preceded by o 4-bit Alefwork Address Authoniy
identifier), of the FC nede.

Vendor Namao Mame of vendor for mitiataor,

Selecting Configure Initiators takes you to the Fibre Channel area, where you can configure
endpoints and Initlators,
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GLI Equivalent

# wtl initiator ahow
Initiator Group Status WHEM WHEH Fors

i =R LR T S =

tamb gl tami500 3 Cnline 20:00:00:24:€f:31 cn:f@ 21:00:00124 £ 31 oo B 10b

. - EEE 2T R o o e o ———— o e

Working with endpoints

Selacting Resources > Resources » Endpoints provides infarmation about endpaint hardware
and connectivity,

Tabla 169 Hardware Tas

Ftem Doseription
Systam Address System address of endpoint.
WIWIPR Linkgue worldwide port name, which is & G4-bit identifier {a

G-bit valur preceded by & 4-bit. Metwork Aodvess Aoy
idantifler ], of the Fibre Thanmal (FC) port.

WIVMIN Linigiee worldwide node name, which is a £4-bit identifiar (a
B0-bit value precaded by a 4-bit Metwork Aoldess Autihority
idantifier}, of the FC node.

Enabled HEA (hoat bus adapier) port oparational state, which s either
Taa (anabied) or Ko (not anablad),

NPV WPV status of this endpoint; aithe Enabled or Disabled,

Link Status Link status of thiz endpoint: either Online or Offineg,
Cparation Statis Oparation staiua of this endpoint: eaner Mormel or Marginal,
# of Endpoints tdarrber of endpomts sasociated with this endpoint.
Tabis 170 Endpoints Teb

Item Description

Hama Spacific nama of andpaint.

ENPN Unigue wesldwide part nams, which i 8 $4-bit dentifier [a

G-kt valua pracaded by 8 4-bit Marwark Aourace duthanfy
identifier), of the Fibre Channel (FC) port.

WINNKN Unigque worbdwide node name, which is a 54-bit identifier (a
G0-bit walua precaded by 8 4-bit Metwork Agdress Authonity
idaritifier], of tha FC noda,

Bystam Address Systorm address of endpolt.

Enabied HE& (host bus adopter) port operationad state, wiich is efther
Yom [enabled) o No (not @nabled).

Lirk Status Link status of this endpoint: esther Online or JHfline
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Working with a selected endpoint

Configure Endpoints

Selecting Configure Endpalnts takes you to the Fibre Channel area, whers you can change any of
the above information for the endpaolnt.

CLI Equivalent

# scaitargat andpaint show liat

Endpoint

endpoint-fo-0 Ea
endgoint-foc-1 Eb

Systen Address

TIanEpoET Enabhlegd Status
FibreChannel Yes Oniine
FibreChannel Yea online

Selecting Resources » Resources » Endpoints » engpoint provides information about the
endpoint's hardware, cornectivity, and statistics,

Table 171 Hardware tab

Htmm Description

Systam Address System addrass of endpalnt,

WANER Unique worldwide port namea, which is & 54-bit identifier (o
BO0-bit value precoded by o d-bit Medwonk Address Acthomty
idantifier}, of the Fibre Chanral port.

WA Uinigue worldwide node name, which |z & B4-bit dentifier (a
BO-bit velue preceded by a 4-bit Mstwonk Adoress Authonity
idantifier), of the FC node.

Enabled HE& [host bus adapter] port oparaticnal state, which is efther
Tes (enabled) or Ho (not enablad).

NP MNPIV status of this endpodnt: efthe Enabled or Disabled.

Link Status Link status of this endpaint: eithar Online or Offline.

Operation Status Oparation status of this endpoint: ether Normal or kMarginal,

# ot Erdpoints Mumber of endpomts associated with this endpeoint.

Table 172 Summary tak

Item Description

Kame Specific nama of endpomnt,

WWFN Urigue worldwide port name, which is a 84-bi identifier {a
BO-bit value preceded by a 4-bit Aletwork Adoress Authonty
identifier), of the Fibre Channel por,

WM Unigue worldwide node name, which is & B4-bit identifier (a
BO-bit value preceded by = 4-bit Aetwork Aodness Authoniy
idantifier), of ihe FC nods.

System Address System address of endpaint.

Enatiled HBA [hast bus adspber] part operational stete, which s sither
Yes (enabled) or Ho [hot enablad),

Link Status Link status of this endpaint: efther Online or Offiine.
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Tabds 172 Statistica tab
Ptmm Degeriptian
Endgaint Specific name of andpoint.
Librmry Bpma of library containing the endpoint.
Darsica Murmber of device,
Cipals Operations par sscond,
Faad HiB./s Speed of reads in Kill per second,
Wirite KiB/s Spaod of writes in KIB par secand.
Tabda 174 Dotailed Statistics tab
Ham Description
Endpaint Specific name of endpant
# of Control Commands Mumber of control commands.
# of Amad Commands MNumbar of resd commands,
# of Write Commands Numbar of writs comfmands,
In B Murmber of BIS writtan (the binary equbalant of ME),
Qut {MIB) Mumbar of M8l read,
# of Emror Protocol Mumbar of armor protocols,
# of Link Fad Mimbar of link falures,
¥ of ivwalid Crea husribar of invalld CRCE {opelic redundsncy chechs),
# of invalid Tx\Word MWumbsar of invalid i (transmission) wards.
# of Lip Mumbar of LIPs (loap iritislization primitives).
# of Loss Ssgnal Mumber of signals or connections that have baan lost.
# of Loss Sync Mumbes of signals or cennections that have lost

synchronization.

Working with pools

Salecting Pools » Pools dizplays detalled Information for the Default pocl and any other axisting
poods. A poolis o collection of tapes that maps to o dirgctory on the file syatem. Pocls are used to
replicate tapes to a destination, You can convert directory-based poals to MTree-besed poals to
take sdvantage of the greater functionality of MTrees,

Mota the following about pools:
= Pools can be of twa types: MTree (recommended), of Directary, which |s backward-

compatible.

= & pool can be replicated no matter whers individual tapes are located, Tepes can be in the vault
or in & library (shot, cap, or drive).

= ‘You can copy and move tapes from one pool to another,
= Ppols are not ecoessible by baclop software.,
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* Mo DD VTL configuration or license is neaded on 8 repication destination when replicating
poals.

* You must creats tapes with unique barcodes. Duplicate barcodes may cause unpradictable
behavior in backup applications and can be confusing to usars.

= Twotapes in two different pools on a DD system mey have the same name, and in this case,
neither tape can be moved to the other tape's pool. Likewise, 8 pool sent 1o a replication

destination must heve a name that is unique on the destination.

Table 176 Pools tab

Itam Dascription

Mame The niame of the pool

Type Whather It 15 & Directony or MTree poal,

Sratus Tha status of the poal.

Tapse Count The number af tapes in the pool.

Size Thie toeal eonfigurad data capacsty of tapes In the poal, in GiE
{Gibibytes base-2 squivalent of GB, Gigabytes)

Physical Used The amount of space used on virtusl tapes i thi posl,

Compression Thve aversge armaunt of comprassion achieved for date on
tapas in the pool,

Cloud Lnit The neme of the cloud unit where the DD VTL paol migrates
Nt

Cloud Deta Movermant Policy  The data movement policy thet gaverns migration of DD VTL

data to Cloud Tiar storags.

Tabis 178 Replication tab

I Description

Mame Tha nama of the poal,

Canfigdred VWhether replication is configured for the pook was ar no.

Remota Ssurce Containg an entry onty if the pool is replicated from another
O systam,

Remmote Destination Containg an entry only i the pool replicates to another DD

SyETEM.

From the More Tasks menu, you can create and delete pools, as well as search for tapes.

Creating pools

You can creste backward-compatible poals, If necessary for your setup, for example, for

raplication with 8 pre-5,2 DD 05 system,

Procadure

1. Select Pools » Pools.

2. Select More Tasks » Pool » Create.
3. Inthe Creste Pool dislog, enter a Pool Mame, noting that a pool name:
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+ cannot be “all,” “weult,” or "summany.”
= gannot have a spece or period at its beginning or end,
* i3 cose-sensitiva,
4, If you want to create a directery pool (which iz backward compatible with the previows
varsion of DD Syetem Manager), sslect the option “Create & directory backwards

compatibility mode pool, ™ However, be aware that the edvantages of using an MTree pool
include the ability to:

«  make ndividual srapshets and schedule snapshots.
» apply retentlon locks.
= getan individueal retention policy.
* get compression information,
+ get deta migration policies to the Retention Taer.
* getablsh g storage space usege polcy (guota support) by setting hard limits and soft
liméts.
B. Select OK to display the Create Posl Status dialog,

B When the Create Pool 3tatus diglog shows Conpleted, select Close, The pood is added to
the Pocls subtree, and you can now add virtual tapss to it.

CLI Equivalent

# vtl pool add VIL_Pool
A VTL pocl pamed WTL Pool Lls added.

Deleting pools

Before a pool can be deleted, you must have deleted any tapes contalned within it, If repicstion is
configured for the pool, tha replication per must aleo be deleted. Deleting & pool corresponds to
rienarming the MTree and then deleting t, which occurs st the next cleaning process.

Procadure

1. Select Pools > Pools » pool
2. Salect More Tasks » Pool = Deleta
Z.  In the Delete Pools dislog, select the checkbox of items to delete;

# The name of each poal, or
= Pgol Names, 1o dolete all pocde.

Salect Submit in the confirmation dialogs.
When the Delete Pool Status dislog shows Cosglet ed, select Close.

The pool will hawe bean removed from the Pools subtres,
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Working with a selected pool

Both Virtual Tape Libraries > VTL Service » Vault > pooland Pools > Pools > poof display
detailed information for & selected poal, Notice that pool “Default” always exists.

Fool tab

Table 177 Swmnmary

Htem Description

Corvert o MTres Fool Salect this button te convert a Directory pocl te an MTres
paal,

Typat Whather it is a Directony or MTree pool.

Tepe Count The numiber of tapes in the pool,

Capacity Tha total configured data capacity of tapes in the podl, in GIiE
{Gibibytas, base-2 equivatent of GB, Gigabytes ),

Logical Lised The srraunt of space used on viruel tapes in the poal,

Compression The everage amount of compression schieved far data on
tapas in the pool.

Table 178 Pood Tab: Cleud Data Movemant - Pratestian Distribution

Htem Description

Poal type (%) WTL Poot and Cloud (if spplicabla), with the curnent
parcantege of date in parentheses,

Mame Mame of the local VTL podl, of clewd pravider.

Logical Llsed The amaunt of space used on virtual tapes in the pool.

Tape Count Tha mumber of tapes in the pool,

Table 178 Pogl Tab: Cloud Data Movemsent - Choud Data Movament Palicy

eem Description

Palcy Age of tapas in days, or manus! selection.

Cidar Tihan Age threshald fior an age-bassd dats movement policy,
Cloud Unit Dastination cloud urit,

Tapo tab

Tebds 180 Tape contrals

[t Dascription

Create Crasts a naw 1aps,

Delete Dedate the selected tapes.

Copy Make a copy of a tape.
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Teble 180 Tape controls [continued)

It=rm Descripthon

Move batwaen Pool Pewva the selected tapes to & different pool,

Salect for Cloud Mowve® Schedule the selected tapes for migration to Cloud Ther,
Unselect fram Cloud Move? Ramoue the selacted tapes from the schadula for migration

Recall Cloud Tapes
Blove ta Cloud Now

to Cloud Tiar.
Fecall the selected tapes from Cloud Thar,

Keigrate the selacted tapes to Cloud Ther without waiting for
tha naxt scheduled migration.

a Thioption is cnly avalabla if the data movement palcy is configured for manusl seection.

Table 181 Tape information

ham Dascription

Barcods Tape barcode.

Siza Wadmurm size of the tape.

Plysical Used Phyalcal storege copacity used by tha tapa.

Compression Compression ratio on tha taps.

Location Location of the tape.

Modification Time Lest timea the tapa was madified.

Froeall Tims Last tima the tapa was rocalled.

Replication tab
Teble 182 Replcation

item Description

Mame The name of the poal.

Configured Whether replication is configured for this poal: yes ar no,
Rerrots Sourss Containg an antry only if the pool & replicated from anothaer

0D systam.
Rermote Destination Contains an entry only if the pool replicates to anather DD

BYETE.

You can slao sslect the Replication Detail button, at tha top right, to go diroctly to the Replication
information panel for the selectod pool.

From edther the Virtuel Tape Libraries or Pools area, from the More Tasks menu, Yyou can créate,
delete, move, copy, or s2arch for a tape in the pood,

From the Poals area, from the More Tasks menu, you can rename or delete a pool,
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Converting a directory pool to an MTree pool

MTree pools have many advantages over directory poois, See the Creating poods section for more
Information,

Procedura
1. Make sure the following prerequisites have been met:

The source and destination pools must have been synchronized, so that the number of
tapes, and the data on each side, remains intact,

The directory poal must not be o replication source or destination.

The file system must not be full.

The file system must not have resched the maximum aumber of MTrees allowed (100),
There must not already be an MTrea with the same name.

If the directory pool is being replicated on multiple systems, those replicating systems
mist be known to the managing systam.

If the directory pool ks being replicated to an older DD OF (for exampde, from DD 05 5.5
to DO OF £.4), it cennot be converted. As a workeround:

®»  Replicate the directory pool to a second DD system.
& Roplicate the directory pool from the second DD syetam to s third DD system.
»  Remove the second and thind DD systems from the managing DD system’s network,

= On any of the systems runming DD O3 5.5, from the Pools submenu, select Pools amd
4 directory poal. In the Pools tab, select Convert ta MTres Poal.

2. With the directory poal you wish to convert highlighted, choose Convert to MTree Pool.

]

Select OK in the Convert to MTree Pool dialog.

4. Beasware that conversion affects replication in the followsing ways:

DO VTL s tempararily disabled on the replicated systems during convarsion,

Tha destination data is copbed to & new pool on the destingtion system to presane the
data until the new raplication is initialized and synced. Afterward, you may sefely delete
thiz temporarly copied pocl, which is nemed CONVERTED-pood, whars poolis the name
of the pool that was upgraded (or the first 18 characters for long pood names). [This
appdies only vo DD O35 5.4.1.0 and &ter,]

Tha target replication directory will be converted to MTree format. [This applies only ta
OO 02 5.2 and leter.]

Replication pairs are broken betore pool corversion and re-eatablished afterward if no
BFMArs ST,

OO Fetention Lock cannct be enabled on systems involved in MTree pool conversion.

Moving tapes between pools

If they reside in the vault, tapes can be moved between pools to accommodate replicatian
activitios. For example, pools are needed if all tapes were created in the Default pocl. but you leter
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need independent groups for replicating groups of tapes. You can create named pools and re-
organize the groups of tapes into new pools.

Abaut this tazh

(i)| Mote: You cannot move tapes from a tape pood that is a directory rephcation source. As a
workaround, you can:

= Copy the tape to a naw pool, then delate the tape from the old pool.

#  Use an MTree pool, which allows you to move tapes from a tape pool that is a directory
replcation source,

Procedura
1. With a pool highkghted, select Mare Tasks » Tapes » Move,

Mote that when started from e pool, the Tapes Panel allows tapas to be moved only
batwean pooks,

2. Inthe Move Tapes dislog, enter information to search for the tapes to move, and seloct
Search:

Table 183 Move Tepes dialog

Field User input

Location Location cannat ba changed.

Paal Sedact the mame of the pool whara the tapes resida. |1 no pooks have besn
created, use the Default poal,

Barcode Specify o unique barcode, or lesve the default (*) to import a8 group of BEss.
Barcode allows the wildeards 7 and =, where 7 matches any single character
and * matches O or more characters,

Count Enter the macimum number of tagees you wart 10 be returned 1o you, I you
lwave this blenk, the bercede defaut (*) 5 wsed,

Tapes Per  Salect the maimum rumber of tapes to display per page. Possibis values ane
Pege 15, 30, and 45,

Items Shows the number of tapas selected across multiple pages - updoted
Selacted sutomatically for each tapa selection.

X, From the search resu'ts list, select the tapes to mowva.

4. From the Select Destination; Location list, select the location of the pool to which tapes are
1o be moved, This option s avallable only when started from the (named) Pool view,

§. Select Next

g, Fram the Move Tapas view, verify the gummaery infarmation and tape list, snd salact
Submit.

7. Sefect Close in the STETUS window,

Copying tapes between pools

Tapes can be copied betwesn pools, or from the vault to 8 pool, 1o sccommodate replicaton
activities. This option is available only when started from the (named) Pool view.

Procedure
1. With a pool highlighted, salact More Tasks - Tapes = Copy.
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2. In the Copy Tapes Between Pools dialog. select the checkbaxes of tapes to LOpY, OF Bnter
Infarmation i search for the tTapes to copy, and select Search:

Table 184 Copy Tapes Between Pocis disieg

Field User input

Location Select wither a forary o the Vult for iacating the tape. Whille tapes always
show up in @ pool (under the Fools menu), thay are technically in either a Bbrary
or the wault, but nat bath, and they are never in two libranes at the sama tme.
Wse the Import/export options to move tBpas between the vault and & lbrary.

Poal To copy tapes between pools, select the name of the poal where the tapes
currantly reside. If no pools have been created, use the Default pool,

Barcode Specify a uniqus barcode. or keeve the default () 1o import & group of tapes.
Barcode sliows the wildcards ¥ and =, where 7 matches any single charscter and
* mabches O or more cheracters,

Ciaunt Entar the maximum number of tapes you went to be inpartad. If vou leave this
blank, the barcode detault (*) iz wsad,

Tapas Far  Selsct the masimum numbar of tapes to display per page, Possibls values are 15,
Page 30, anel 45,

Ivams Shows the number of tapes selected scross multiple pages - updsted
Selected sutamnatically for each tepe selaction.

3, From the search results ist, sslect the tapes 1o copy.

4. From the Select Destination: Pool list, select the poo! where tapes are to be copied. If a tape
with a matching barcode alreedy resides In the destination pool, an error is displayed, and
the copy aborts,

5. Salect Next.

6. From the Copy Tapes Between Pools dislog. verify the summary information and the tape
list, and select Submit,

7. Select Close on the Copy Tapes Between Pools Status window

Renaming pools
A pool ean ba renamed only if none of its tapes (s in a librany.
Procedurs
1. Select Pools > Pools » poal
2. GSelect More Tasks > Pool = Rename.
3. Inthe Rename Podl dialog, enter the new Pool Mame, with the caveat that this name:
+ cannot be “all,” "vault,” or “summary.,”
* cannot heve a space or period at its beginning or end.
® if case-sensitive,

4. Select OK to display the Rename Pool status dialog.
5. After the Rename Pool status dislog shows Corpleted, select OK.

The pool will heve been renamed in the Pools subtree in both the Pools and the Virtual Tepe
Libraries arass,
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DD Replicator

This chapter includes:

DY R e TR s s o o b e A B R 8 PP M 2 s e

Using DO Encryption with DD Replicator ........

5
|

Dwedl ERAC 00 OF Adrinisiration (uide

E T TRy L PR S P G S SR ————
Monitoring replCEON ... riiesrsesiesinmmiismsmnm el e A A B i

O A T s L i S it L B iy m e mo ' e armmp o o A SR
Replicating & systam wWith qUOTas £0 08 WITROUL ..o iaresmsmes s s s st arees
Replication SCalingg CONDEME ... cimiimsmasmerseis massimsiamesr s s 4
Directory-to-MTree replcBtion MIQration. ... ... e s s s
Using collection replication for disaster recovery with BMT ...

L pg



DI Feplicator

DD Replicator overview

DD Repicetor provides sutomated, polcy-besed, network-efficient, and encryptad replication far
DR (disaster recovery) and multi-site backup and archive consciidation. DD Replicator
asynchronousty replicates only compressed, deduplicated data over 8 WAN (wide ares network).

0D Replicator performs two levels of deduplication to significantly reduce bandwidth
requirements: /ocaland cross-sife deduplication. Local deduplication detarmines the unigue
segmants 1o be replicated over & WAN, Cross-site deduplication further reduces bandwidth
requirements when multiple sites are replicating to the same destination system. With cross-gite
deduplication, any redundant segment previously transferred by any other site, or 85 a result of a
local backup or erchive, will not be replicated again, This improves network efficiency scross all
sites and reduces daily network bandwidth requirements up to 59%, making network-besed
replication fast, reliable, and cost-effective.

In order to maet a broad set of DR requirements, DD Replicator provides flexible replication
topologies. such as full system mirroring, bl-directional, many-to-one, one-to-many, and cascaded.
In addition, you can chooge to replicate either all or 8 subset of the data on your DD system. For
the highest level of security, 0D Replicator can encrypt data being replicated between DD systems
using the standard 35U (Secure Socket Layer) protocol.

DD Replcator scales performance and supported fan-in ratios to support lange enterprise
environments.

Befare getting started with DD Replicator, note the following general requiremants:

* DD Replicator is a Boensed product. See your Dell EMC sales representative to purchase
licenmes.

* You can usually replicate only batwean machines thet ere within two releases of each other, for
exampile, from 6.0 to 6.2. However, there may be excaptions to this (s a result of atypical
release numbering), so review the tables in the Replication version compatibifty section, or
check with your Dell EMC representative,

= If you are unabke to manage and monitar DO Replicator from the current version of the DD
System Manager, use the replicat ion commands described in the 80 08 Command
Reference Guide.
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Prerequisites for replication configuration

Before configuring a replication, review the following prerequisites to minimize initial date transter

time, prevent overwriting of data, etc,

= Contexts — Datermine the maximum number of contexts for youwr DD systems by reviewing the

repkcation streams numbers in the following table.
Table 185 Data streams sent 1o & protection system

Modal RA&M £ Bachup Baclkup Repl® Rapl® dest | Mised
MRAM wirite read sBOUTCE streams
straams straams streams

boz2o0 BGE ) & ] Fie) wendhi reot; ReplSro<=18;
ReplDest<=20; RepiDeat
swo=dD: Totalce3s

DD2200 16 GB |60 16 30 ) we=B0; re=15; RepiSro<=30;
ReplDest<=60; ReplDest
sweebl; TotalcaBD

CDES00 ABor9& GBS | 270 75 160 ar wa=270; r<=7E; RaplEroc=160,

A a8 ReplDest<=270; ReplDest

+we=d70 Totale=370

DDEICD 192GEB /3 GB | 400 m 220 400 wemrdl0, rew1H); ReplSre<nal;
ReplDest<=400; ReplDest
+wz=400; Totald=400

DDEION 288 GB £ 16 400 M Frlud 400 wic=400; re=1¥; ReplSroa=220;

GB RepliDest<=400; ReplDest
awe=d00: Totale =400

oog3an | 192 or 384 Boo 220 440 &00 we=800; ra=220;

GEsEGE RepiSro<=440; RapiDast<=800;
RapiDast+wc=800; Totalc=B00

ooS=00 576 GH /16 800 20 440 a0o w==800; r<=230;

GE RaplSc<=440; ReplDest<=000;
ReplDast+we=800; Totale =800

oDgas00 256 or 512 1885 300 540 O wWe=TE%: r<=300;

&6 s B GH Rapiro=540;
RepiDast<=1080; RaplDast
+w<=1080; Totrsl<=1685

Do9s00 25E ar TB3 1835 200 540 B we=10E8 ra=300;

GBsBGE RepiSrc<=640;
RepiDast<=1080: RaplDeat
+w<=1080; Tetel<=1885

Coa900 152 GB A8 1B 200 540 080 we="1BBE; r<=300;

E8 ReplSro<=540;
ReplDeat<=1080; RepiDast
+weniB0; Totalz=108E

DDYEETE BGH/5R2ME |20 16 20 20 wen 20 rem 16 RaplSrec=20;
ReplDestz=20; ReplDest
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Table 185 Data streams sent to a protection systern (continued)

Model R / Backup Backup Repl® Rapl® dest | Mioed
NVRAM Write read sOurce streams
streams streams streams
+wc= 2 war+ReplSrc
<=0 Totalc=d0
DOVEETE (¥6GE/512 a5 k. 45 45 Wics 46 { rew 30 ReplSroe=45;
MB or 24 GE / Repilest<=45: RaplDest
1GE +we=d5; wir+ ReplSre
=45, Totale=45
DOVEIZTE |(2GB/1GB (80 51 50 S0 wa= 80 res 50 RepiSro<=490;
RepiDest<=00; RepiDost
w80, war+ReplSre
<=80:Toalz=90
DOVE4ARTE |36GR/1GE |90 ] 80 a0 we= 30 ; re= 50 ReplSroce 90
Repllaste=90; RepiDost
+ w2 w30 wersReplSre
a8 TatalcaB
DOVEBETE |4BGES9G8 |90 50 w0 =1 weo= 30 rem 50 RepiSro<=20;
RepiDost<=90; RepiDest
+# <=8 wirs ReplSrc
B0 Totale =0
DOVEDBETE B4GASZGE 180 50 0 18d wes 180 ; ren 50 RaplSnoc=90;
RepiDest<=180; RepiDest
+w<=180; w+r+ReplSee
<o T80 Totale =100
DDES00ATE | 12GE (virtual | 20 6 30 20 wiim B re= 16 RaplSroe=30;
rramery) F 512 RepiDast<=30; Fepllest
MB +we=20 wirsReplSre
<= 30 Totalc=30
DOSS008TE |32 GE (wirtual |80 50 oo ag wem 30 | re= 50 RaplSrc<=90;
misTIary] S ReplDast<=90; RepiDast
1,538 GE +w=00 wersReplSro
-.u.m:Tuf.ﬂi-m
3300 6 T8 |32 GB (virwwal |90 50 80 g0 we= G0 ; r<= 50 RapSre =00
migsmory) £ Fepilest<=90 Repilest
1.536 G +#<=00 wersReplSc
=80, Total: =60
DES300 32 T8 |46 GB (virtuad |20 L] a0 o0 we= 90 re= 50 RepiSre<=5801;
marmary] RepiDest<=00; ReplDest
1538 GB +wa=80 w+r+ReplSre
==30 Total<=140
8. Dwrffepl, Optlup, MTresRapl sireams
*  Compatibility - if you are using DD systems running different versions of DD O3, review the
next section on Replication Version Compatibility.
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Initial Replication = |f the source holds & lot of data, the initial replication operetion can take
many howrs, Consider putting both DD systems in the same location with a high-speed, low-
latency link. After the first replicetion, you can move the systems to their intended locations
because anly new data will be sent.

Bandwidth Delay Settings — Both the source snd destination muet have the seme bandwidth
delay settings. These tuning controls benefit replication performance over higher latancy links
by contralling the TCP (tranemission control protocel) buffer size. The source systam can then
sand anowah data to the destinetion whils waiting for an acknewladgmant.

Only One Context for Directories Subdirectories - & directory (end its subdirectories) can
Ibe in only ane oontext at 8 time, 50 be sure that & subdirectory under a source directory is not
used in another directory replication context.

Adeguate Storage — At a minimum, the destination must have the same amount of space 85
v sOUrCe,

Destination Empty for Directory Replication — The destination directory must be empty for
directory replication, or [ts contents no longer needed, bacause it will be overwritten,

Security — DD OS requires that port 3009 be open in order to cenfigure secure replication
aver an Ethermet connection.

Replication version compatibility

To use DO systems running different varsions of DD OS far 8 source or destiration, the following
tebles provide compatibility information for single-node, DD Retention Lock, MTree, directary,
collection, defta (low bandwidth cptimization), and casceded replication.

In genaral;

For OO0 Boost or DD Bocst OST, see the 00 Boost for Pavtner integration Agiminsrration Guide or
the L Boost for OpenSiorage Administration Guige Tor supportad configurations.

MTree and directory replication cannot be used simultaneousty for replicating the same data.
The recovery procedurs & valld for gll supported replication configurations.
File migretion is supported whenaver collection replication is supported.

For MTree replication, directary replication, or managed file replication, if a DD O 7.0 source
is configurad to replicate to a target running DD OS 6.2 with gz or gzfast comprassion. the
target system must be upgraded to DD OS 6.2.0.35 or higher,

For collection replicetion, if a DD 03 7.0 source ks configured to replicate to a target running
DD 08 6.2 or DD OS5 6.1, the target system must use gzfast for local compression,

For MTres replication from a source DD system running DD O3 6.0 to a target DD system
running an earlier varsion of DD OS, the replication process behaves according to the older
version of DD 0S5 on the destination DD system. If a restore cperation or cascade replicetion is
performed from the destination DD system, ne virtual synthetics are applied.

For cascaded configurations, the masimum number of hops is two, that i, three 0D systems.
Directory-to-MMTree migration supports backward compatibility up to two pravisus relaases.
See Directory-to-MTree replication migretion on page 420 for more information about
directory-to-htres-migration,

Orie-te-mary, many-to-one, and cascaded replication support up to thres consecutive DD O3
release famises, as seen in these figuras,
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Figura 16 Vabd replication canfigurations

7L

In these tablos:

* Each DD O5 release inchedes all releases in that family, for example, DD O3 6.1 includes 6.1.0,
6.1.1. 612, ptc.

¢« o= enllection renlication

* dir = directory replication

* m= MTres replication

»  del = delta {low bandwidth optirizetion) replication
¢ dest = destination

* 5[0 = SOUFCE

*  MA = not appiicable

552 Dl EMC DD OS5 Admintstration Guide



Tabis 106 Configuration! dngle-node to gingla-node

B Repicator

src/dest 6.0 (dest) 6.1 {dest) 6.2 (dest) 7.0 (dest)

6.0 (sre) e, dir, del, m dir, ded, m dir, ded, m M

6.1 (src) dir, dal, m @, dir, dal, m dr, del, m dir, dal, m

B.2 (src) dir, diel, m dir, ded, m ¢, dir, dal, m dir, dal, m

10 (sre) E dir, diel. m dir, dal. m G, dir, del. m
TLS version support

By default, the syetem supparts TLE versione 1.0, 1.1, and 1.2. Howsever, it is possible to configure
the system ta support TLS version 1.2 anly by changing the system parameter
REPL_S5L_DISABLE TLEV1 0. Changing the system parameter requires SE access to the
system. Contact Dell EMC Support if this change is reqguirad.

Replication types

Replication typically consists of a sowrce DD system (which receives data from a backup system)
gnd ane oF more deshinatian D0 systems, Each DD system can be the source and/or the
destination for replication contexta. During replication, each DD system can perform normal
backup end restore operations.

Each replication type establishas a context associated with an axisting directory or MTree on the
pource, The replicated contaxt is croated on the destination whon a context le eetablished. The
context astabishes a replication pair, which k& alweys active, and any deta landing in the source will
b copdad to the destination at the earliest opportunity. Paths configured in repdication contexts
are abzolute references and do not change based on the system in which they are configured.

A protection system can be set up for directory, collection, or MTree replication.

s Dyectory repfication provices replication at the level of individual directories.

= Colection repficabianduglicates the entire date store on the source and transfers that to the
destination, and the replcated volume is resd-only.

#  AfTrae replication replicetes entire MTrees (that is, a virtual file structura that enables
advanced management). Media poals can also be replicated, and by defsult, an MTree s
created for replication. (A media pool can also be created in backwerd-compatibility mode that,
whin replicated, will be & directory replication context.)

For any reglication typa, note the following reguirements:

= A destination system must have available storage capacity that is at least the size of the
expected masimuem size of the seurce directory. Be sure thet the destination system has
enough network bandwidch and disk spoce to handle ofl traffic from replication sources,

= The file system must be enabled or, besed on the replication type. will be enabled as part of the
replication initisfization,

= The gource must exist,
= Thi destination must not exist,
= The destination will be created when e context iz built and inftialized.

= After replication ig initialized, cwnership and permissions of the destination are always identical
to thoss of the sourca

# |nthe repication commend options, a speciiic replication palr is always identified by the
destination.
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* Both systems must heve an active, visible route through the IP network 2o that each system
can resolve it partner’s host nama,

The cholce of replication type depands on your specific needs. The next sections provide

descriptions and features of thesa three types, plus a brief intreduction to Managed File
Replication, which is used by DD Boost,

Managed file replication

Managed file replication, which is used by DD Boost, is & type of replication that is managed and
controfled by backup software,

With managed file replication, backup imagas are directly transferrad from one DD eyetam to
another, cne at @ time, 8t the request of the backup software,

The backup softwere keeps treck of all coples, allowing easy monitoring of replication status and
recovery from multiple coples,

Maraged file replication offers flexible replication topologies including full system mirraring, bi-
directional, many-to-one, one-to-meny, and cascaded, enabling efficient cross-site deduplication.

Here are soma additional points to consider about managed fila replication:

*  Replication contexts do not need to be configurad.

= LUfecycle polices contral replication of infarmation with no intervention from the user.
= DD Boost will build and tear down contexts as needed on the fly,

For more infarmation, see the ddboost file-replicatlen commands in the 00 05 Command
Referance Guide.

Directory replication

Cirectory rephcation transfers deduplicated data within a DD file system directory configured as &
replication source 1o a directory configured as a replication destination on a different system.

With directory replication, 8 DD system can simultaneously be the source of some replication
contexts and the destination of ather contexts. &nd that DD system can also receive data from
backup and archive applications whils it is replicating data.

Directory replication has the same flexible network deployment topologies and cross-site
deduplication effects as managed file replication (the type used by DD Boost).

Here are some additicnal peints to considar when using directory replication:

= Do not mix CIFS and NFS data within the same directary. A single destinetion DD syetern can
receive backups from bath CIFS clents and NF3 clients as long as separate directories are
usad for CIFS and NFS.

* Any directory can be in enly ong context at & time. A parent drectory may not be used in &
repicotion context if & child directery of that parent is alresdy being replicated.

= Renaming (maving) files or tapes into or out ofa directory replication source directory is nof
permitted, Renaming files or tepes within a directory reglicstion souwrce directory & parmitted,

= A destination DD system must heve available storage capacity of at lzast the post-compressad
sire of the expacted maximum post-compressed size of the source directary.

= ‘When replication i initiglized, a destination directory is created automatically.

= After replcation i inttielized, ownershio and permizsions of the destination directary are
elways identical to those of the source directory. As long s the context exists, the destination
directary is kept in a read-only state and can receive data ondy from the source directory.

* At any timae, dus to differences in global compression, tha source and destination directory can
diffar in size.

34 Dell EMC DD GS Admiristration Guide



DD Rapficator

Folder Creation Recommendations
Directory replication replicates data at the level of individual subdirectories under /data/coll/

OAC KU

To provide & granular separation of data you must create, from a host system, other directories
(Dira, DirB, ete. ) within the /backup Mirae. Each directory should be based on your environment
and the desire to replicate those directories to enother location, You will nat replicate the entire /
Backup MTree, but Instesd would set up replication contexts on each subdirectory underneath /
data/coll/backup/ (ex. /data/coll/backup/DirC). The purpose of this threefold:

¢ It allows control of the destination lecations as Dird may go o one site end DB mey go to
another,

»  This level of granularity allows manasgement, mondoring, and fault isciation, Each replication
context can be paused, stopped, destroyed, or reported on.

= Performance s Imited on a g2ingle context. The creation of multiple contaxts can improve
epgregete replication performance.

v A5 a general recommendation, approximately 5 - 10 contexts may be required to distribute

replicetion loed across multiple replication streams. This must be validated against the site
design end the volume and composition of the data at the location.

m Mate: Recormmanding a number of contexts is & cesign-dependant issue, and in s5ome cases,
gignificant imphications are attached to the choices made sbout segregating aata for the
purposes of optimizing replication, Date i ususlly optimized for the manner in whilch it will rest
— nat In manner with which it will replicate. Keap this in mind when altering a bagkup
enviranment.

MTree replication

N Tree repication B used to repllicate MTrees between DD systems, Paricdic shapshots are
created on the source, and the differences between them are transferred to the destination by
levereging the same cross-site deduplication mechanism used for directory replication. Thia
ansures that the data on tha destinetion is always & point-in-time copy of the source, with file
consistancy. This also reduces replication of churn in the dats, leading to more efficient utilizetion
of the WAN,

While directory raplcation must replicate every change to the content of the source directory in
order, the use of snapshots with MTree replecation enables some intarmediste changes to the
source to be skipped. Skipping these changes further reduces the amount of data that s sent over
the netwark, and therefare reducas replication lag.

With MTree replication, & DO system can be simultansously the source of some replication
contexte and the destination of other contexts. And that DD systerm can alsa racehsae data from
backup and archive applications whila it is replicating data,

A Tres replication has the same flexible network deployment topslogies and cross-site
deduplication affects as managed file replication (the type used by DD Boost),

Here are some additional peints to consider when using MTree replication:
= When raplication i initialized, a dostiration reed-only MTree B created automatically.

= [atacan be logically segragated into multiple MTress to promote graater replication
parformance,

*  Snapshots must be croated on SoURCR coNtexts.
= Snapshots cannct be created on a replicetion destination,

= 3Snapshots are replicated with a fixed retention of one yesr; however, the retentian is
edjustable on the destination and must be adjusted thare.
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* Snapshors are not automatically deleted after braaking a replication context, and must be
expired when they are no longer required to prevent the system from filling up. The following
KB articles provide more information:

® Otz Dornain - Checking for Snanshots that are No Longer Nesdsd . available at https://
suppot. emc.coms kb 336461,

= Data Domain - identifying Wity 8 DOR &5 Filfing Up , available &t hitps://support.emc.com/kb/
306203,

" Data Domain - Mtree_replication_resync_Snapshot_ retention, available at https://
support.emc.com/kb/ 446176,

* Replication contaxts must be configured on both the source and the destination.

* Replicating DD VTL tape cartridges (or pocls) simply means replicating MTrees or directories
that contain DD VTL tape cartridges. Medis pools are replicated by MTree replication, as a
cefault. A medis pool cen be created in backward-compatibiity mode and can then be
replicated via drectory-based replication. You cannot use the pocl-// Syntax 1o creats
replication contexts using the command line. Whan gpecifying pool-basad replication in DD
Systemn hManager, either directory or MTres replication will be crested, based on the media
pood type.

* Replicating directories under an MTree is not permitted.

*  Adestination DD system must have available storage capacity of ot least the post-oompressead
size of the expected maximum post-compressed size of the sourca MTrea,

* After replication is initinfized, ownarship and perrmissions of the destination MTree are alweys
identical to those of the scurce MTree. If the context Is configured, the destination MTree is
kept in a read-only state and can réceive deta only from the source MTree,

* Alany time, due to differences in giobal compression, the source and destination MTree can
differ in size.

* DO Retention Lock Compliance iz supparted with MTree replication, by default, If DD
Retention Lock is licensed on a source, the destination must also have & DD Retention Lock
Neengs, or replication will fall, {To avoid this situatlon, you must disable DD Retention Lock.) I
DD Retention Lock is enabled on a replication context, 8 repbcated destination context will
always contaln data that is retention bocked,

* DD Boost users should have the same user 10 (LD} and primary group 10 (GID) on both the
source and destination systems,

MTree replication details
KMTree replication irvolves the following steps:
1. A snapshot is created on the source replication contest.
2. This snapshat is compared to the lest previous snapshot,
4. Any differences between the two snapshots are sent to the destination replication context.

4. On the destination, the MTree Is updated but no files are exposed to the user urtil all changes
are recelved by the destination system,

These stepe are repeatod any tima @ snapshot |s created on the source MTree. The following
situations trigger the erestion of o snapshot on the source system:

*  System-generated periodic snapshot—When the replication lag is more than 15 minutes and
there iz no snapshot bebng currently replicatad,

* User-created snapshot—At a time specified by the user, such as afrer the complation af a
backup job.

For examples shawing the intersction of different types of snapshots, ses the KB article How
MTree Rephoation Works, evailable at https://supportemc.coms kbA180832.
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After the snepehat |2 replicated, the connection to the destiration is closed. A new cannaction
betwean the scurce and destination is established whaen the next snapshot 5 replicated,

Automatic Multl-Streaming (AME)

Automatic hulti-Streaming (AMS) improves MTree replication performance. It uses multiple
straams to raplicate a singhe large file (32 GB or farger) to improve network bandwidth utilization
during replication, By increasing the replication speed for indwidual filzs, AMS also improves the
pipeline efficiency of the replication queus, and prowvides improved replication throughput and
reduced replication leg.

When the workioed presents multiple optimization chaoices, AMS automatically selects the best
option for the workload. For example, if the worklcad Is a large file with fastcopy attributes, the
replication operation uses fastcopy optimization to awaid the overhead of scanning the file to
identify unigue segments between the replication pair. if the workload uses synthetics, replication
uses synthetic replication on top of AMS to leverage local operations on the destination system for
each replication stream to generate the fila,

AMSE ie alwaye enabled, and cennot be disabled.

Collection replication

Colection repheation perfarms whole-system mirronng in a one-to-one topology, continuoushy
traneferring changas In the underlying collection, including all of the logical directories and files of
the OO file systam.

Coflection replication does not heve the Nexibility of the other types, but it can provide higher
throughput and suppart more objects with less overhead, which may work better for high-scals
enterprise cases,

Collection replication replicates the entire /dats/coll ares froma source DD system to a
destination DD system.

(D ll'-l-utn: Cellaction replication & not supported for cloud-tier enablad systems,

Hara are some additional points to consider when using collection replication:

=« Mo granular replicathon control Is possibie. All data is copied from the source 1o the destingtion
producing & read-only copy.

o Collection replication requires that the storege capacity of the destination system be equal to,
or greater then, the capacity of the source system. If the destination capacity is less than tha
source capacity, the available capacity on the source is reduced to the capacity of the
destination,

=  Tha DD system to be used as the collsction replication destination must be empty before
configuring replication, After replization is configured, this system iz dedicated to recelve data
from the source systam,

*  With collection replication, all user accounts and passwords are replicated from the source 1o
the destination. However, &s of QD OS5 5,5.1.0, other elements of configuration and user
sattings of the DD system are not replicated to the destination; you must explicitly reconfigure
thern after recovery,

+ Collection replication iz supported with DD Secure Multitenancy (SMT). Cora SMT
information, contained in the reglstry namespece, inchuding the tenent and tenant-unit
definitiong with matching LUUIDs is automaticelly tranaferred during replication operation.
Howewer, the following SMT informaticn is not autematically inchuded for replication, and must
be configured manually on the destination system:

s Alert natification lists for each tTenant-unit
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= Al uzers assigned to the DD Boost protocol for use by SMT tenants. if DD Boost is
configured on the system

* The default-tenant-unit associated with each DD Boost user, if any, if DD Boost is
configurad on the system

Using collection replication for dizaster recowery with SMT on pape 424 describes how to
manually configure thess tems on the repiication destinatian,

CD Retention Lock Complionce supports collection replication.
Collection replication is not supported in cloud tier-enabled systems.

¥ith collection replication. data in a replication eantext on the source syatern that has nat
been replicated cannot be processed for file aystam eleaning. If file system cleaning cannat
complete because the aource and destination systems are out of syne, the system reporte the
cleaning operation stetus B8 nart < al, and only imited syetem statistice are availshle for the
cleaning operatian. If eoliection raplication & disabled, the amount of dsta that cannot be
processed for file system cleaning increases because the replication sourcs and destination
systems rémain out of sync. The KB article Oate Domsin: An overvew of Data Domain File Systam
(D0FS) clean garbage collection (GC) phases, avadabile from the Online Support site ar hitps: /7
support.eme.com, provides additional information,

To enhance throughgut in a kigh bandwidth envirenment, run the replication medify
<destinatien> crepl-go-gw-optim command to disable collection replication bandwidth
optimization.

Using DD Encryption with DD Replicator
DD Replicator can be used with the eptional 00 Encryption feature, enabling encrypted data to be
replicated using cofiection, directory, or MTres replication

Raplication centexts are always suthenticated with 8 shared secret. That shared secret is used to
establish a session key using a Diffie-Haliman key exchange protocel, end that session key is used
to snerypt and decrypt the protectien systam encryption key when approgriate,

Each replication type works uniguely with encryption and offers the same level of security,

Coflection replication requires the saurce and destination to have the ssme encryption
configuration, because the destination dats is expacted to be an exact replice of the soures
data, In particular, the encryption feature must be turnad on or off at both the source and
destingtion, and If the feature is turmed an, the encryption algosithm and the system
passphrasas must elso match, The parameters are checked during the replcation association
phase,

During collection replication, the source transmits the data In encrypted form, and also
transmits the encryption keys to the destination. The data can be recovered at the destingtion
because the destination has the same passphrase and the same system encryption key.

{I}fﬂntﬂ: Collaction repliestion iz not supportad for cloud-tier enabled systema.

M Tree or directory repiication does not require encryption configuration to be the same at
both the source and dastinaticn. Instead, the source and destingtion zecurely exchange the
destination's encryption key curing the replication associstion phase, and the deta is re-
encrypted at the source using the destinetion’s encryption key before transmission to the
destination.

if the destination has a different encryption configuration, the dats transmitted is prepared
appropristaly. For example, If the feature is turmned off at the destination, the source decrypts
the data, and it is sant to the destination un-encrypted,

in a cascaded repiication topology, a replice is cheined among thres systems. The last syatem
in the chain can be configured as a collection, MTree, or directory. If the last system is a
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collection replication destination, It uses the same encryption keys and encrypted data as its
sourca, If the last system is an MTree or directory replication destination, it uses its own key,
and the data & encrypted at its source. The encryption key for the destination at each link is
uged for encryption. Encryption for systems in the chaln works as in & replication pair.

Replication topologies

DD Replicator supports five replication topologies (ona-to-one, oné-to-one bidirectionsal, ona-1o-
many, many-to-one, and cascaded). The tables In this section show (1) how these topologies work
with threa types of replication (MTrea, directory, and collection) end {2) how mixed topologies are

supportad with cascaded rapiication,
In general:

»  Single node (5N) systems support sl replication topologies.

+  Single node-to-gingle node [SH -> SM) can be used for all replication types,
«  Caollection replication cannot be configured from either an SN system to a DD high availability-

enabled systermn, nor from a DD high evailebllity-enabled system to an SN system.

+ For MTtree and Directory replication, DD high availabllity systems are treated like SN systems.
v Collection replication canmot be configured on Cloud Tier-anabled systems,

In this tabie:

» 5N =singhe node DD system without Cloud Teer
e SN+ CT = single node DD system with Cloud Tier

Tacda $87 Topology Suppart by Peplication Type and 00 System Type

Topsiogies MTree Replication | Directory Collaction
| Raplization Replication

ONE-T0-one B -» ISM | SN + CT} | SH -» BN SH -2 8N
BN =» SN+ CT

o= bo-0na EM -= [SM | SM + CT) [ 5N -= 5N et supparted

bédiractionad

o= to- many' EM -3 {SM | SN + CT) [ 5N -> 8N not suppartad
SM = BN « CT

My =10=0r0 EM - {8M | 8N + CT) [ M -> 5N not suppartad
SN =» 5N+ CT

cascaded BM -» (SM | SN & CT) [ SM <> SN == SN GM -z SN -> SN

> (SN | 3M + CT) SN -> 8N -> SN + CT

Cascaded replicotion supports mixed topologies where the ascond leg in 8 cescaded connaction is
diffarent from the first type in 8 connection (for exampla, A -> B is directory replication, snd B -»

C is collection replication).

Tabla 188 Mixed Topodogies Supported with Cascaded Rephcation

kived Topologies

SM = Dir Repl -» SN + CT - MTres Repl -»
BM + CT - MTree Regl

CT = Cal Rapd

S — Diir Repl-= SM + CT - Col Ragl == 5N +
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Table 188 Mixed Topologies Supported with Cascaded Replication (continued)

Mined Topologles
5N - MTres Rapl - 5N — Cal Repl -> 5N - EM - MTree Repl -> 3N « CT - Col Repl -»
Col Regpl EM + CT - Col Repl

One-to-one replication

The simpleet type of roplication is from a DD source system to a DD destination system, otherwise

known as 8 one-fo-one replication palr. This replicetion topology can be configured with directory,
MTree. or collection replication types.

Figure 18 One-to-one replication pair

DD System A DD System B

Data

Source Destination

Data flows from the source to the
destination system.
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Bi-directional replication

ina bi-directionsl replication pair, date from a directory or MTree on DO eystem A is replicated 1o
DD system B, and from another directory er MTree on DD system B to DD system A,

Egure 17 E-directional repbcation

DD System A DD System B
Source Oata | [Destination
Destination |= Source

Data flows in both directions
between two systems.

One-to-many replication

In one-to-many replication, data flows from a source directory or MTres on one DO system to
geveral destination DD systems. You could use this type of replication to create more than two
copies for increesed date protection, or to distribute data for multi-site usege.

Figure 18 One-to-many repScation

DD System A
1 Data | | Destination DD System B

ff,,f"

Source -+ Destination DD System C

‘x\_‘\
‘( Destination DD System D

Data flows from a directory or MTree source system
to many destination systems.
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Many-to-one replication

In many-ta-one replication, whether with MTree or directory, replication data flows from severs|
source DD systems to & single destination DD system. This type of replication cen be used 1o
provide dota recovery protection for several branch offices on a corporate headguarter’s IT

syatem.
Figure 19 Many-to-one replication
DD Systems DD System
B T omm—— Data |
Source - Destination 1 I
Source » Destination 2
Source = Destination 3

Data flows from many source systems to
one destination system.

Cascaded replication

In & cascaded replication topolegy, a scurce directory or MTree is chained among three DD
gyatems. The last hop in the chain can be configured es collection, MTree, or directory replication,
depending on whether the source is directary or MTree.

For sxcarnple, DD system A replicates one or more MTrees to DD system B, which then replicates
thoes MTrees to DO system C. The MTrees on DD eystem B are both a destination (from DD
systam A) and a scurce (to DD system C).
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Figura 20 Ceaceded directory replication

Cascaded Directory Replication

J =) J

[ fatien g

System A System C System D
=TT =TT
J

T

System B

e e b e
e P g e

Data recovery can be parformed fram the non-degraded repicaticn pair contest, For exampe:
= In the evant DD systam & requires recovery, data can be recovered from 0D system B.

# |n the event 0D system B requires recovery, the simplest mathod is to parform a repBcation
resync from DD system A to (the replacament) DO system B, In this case, the replication
context from DD system B to DD system C should be broken Tirst, After the DD system A to
DD syavem B replication contest finishes resync, a rew D0 system B to DD System © context
shrpuld be configured and resynced.

Managing replication
You can manage repication using the DD Systarm Manages) or the DD O3 CLI
About this task
To use a graphical user interface (GUI) to manage replication. log in to the DD System Manager.
Frocedurse

1. From the menu at the left of the DD System Manager. select Replication. I your lcense
has not been added yet, select Add Licensea.

2. Selest Automatic or On-Demand (you must have & DD Baost Isense for an-demand).
CLI Equivalant

You can also log in &t the CLE

loghn as; syssadsin
bata Domainm 08 6.0, x.=m=12345
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Oaing heyboard-intecadétive authentication.
Password:

Replication status

Replicetion Status shows the system-wide count of replication contexts exhibiting a waming
(yeliow text) or ermor (red tesxt) state, or If conditions are rarmal.

sSummary view

The Summary viw lists the configured replication contexts for a DD system, displaying
aggregated Information about the selected DD system - that is. summary information about the
inbound and outbound replication pairs. The tocus is the DD system, itself, and the inputs to It and
outputs from it

The Summary table can be filtered by entering & Source or Destination name. or by selecting a
State (Error, Warning, or Normal),

Taibla 189 Replication Summany view
Item Description
Source System and path name of the scurcs context, with format

syster,path For sxample, far directory dicl on systen
ded3200 =22, you would see S 300-22 . chaos. local/f

datalcoil /dirl,

Destination System and path name of destination context, with farmat
syatem path For example, far MTree HTree] on systas
AcsSA00=44, you would see A459900=44 . =hans. local/
datascoll /MTras].

Typa Type of context: MTree, directery [Dir), ar Fogl
Sitare Posslble states of raplication par status Includa:

=  Mormal = If the replica is initializing, Repicating, Recavering,
Resyncing, ar Migrating,

= |dle - Fer MTrea replication. this state can dispéay if the
replication process is not currently active or far natwork
errars (such as the destination system being insocessibbe],

®  Warning = |F thare is an unusual dalay for the firet flve atates,
of far the Uninitiaized ctata.

= Errpr — Any possible error stetes, such as Disconnected.

Synocad bs OF Time Timestamp for last automatic replication syne apersthsn
perfermed by the ssurce. For MTree replcation, this valus Is
updated when 5 snapshot s exposed an the destination. For
directory replication, it is updated when a sync polnt Inserted by
the source i applied. & value of unknown displays during
replication inftistization.

Fre-Comp Remaining Amownt of pre-compressed data remaining to be replicated.

Completion Time (Est.)  Value is ether Compl et ed, or the estimated amount of time
required to complete the replication data transfar based on the
lagt 24 hours' transfer rate,

44 Dell EMC 0D OS Adgministration Guida



Detailed information for a replication contaxt
Selecting one replication context from the Summary wiew populates that context's information In

Detaded Information, Performance Graph, Completion Stets, and Completion Predictor.

Tebile 180 Detalad Information

Item Description
Szate Dascription hMessage about state of replica,
Source System and path name of sowrce conbesxt, with format
system,path, For example, for directory 4101 on system
Ad9000-22, wou would sea cdi9900-22. chans . Local /datay
zoll/dirl.
Destimation Syeterm and path name of destination conbeet, with format
syat=n,path, For esample, for MTres T el on system
Ad9500-4 4, you would aes dd9900=44 . chaos. local/datas
coll /HTERa].
Connecticn Port Swetem name and listen port wad for raplication cormection.
Tabie 181 Parfermanca Graph
Inam Description
Pre-Camp Remaining Pra-compressad data remaning o be replicated.
Pra-Comp \Wiitten Pre-compresasad data written on the source.,
Post-Coemp Raplicatad Paost-compressed data that has been raphcated.
Tables 192 Completion Stats
Item Description
Synoed As OF Tima Tenestamp for last sutomatic replication sync oparation

Comphation Time (Est.)

Fre-Coamp Remaining
Flles Ramalnirg

Statua

parformed by the source, For MTres replication, this valus s
updated when a snapshot i exposed on the deatination. For
directory replication, It & wpdated whan a sync palnt inserted by
the source is appied. & value of unkiown displays during
replication initialization.

“Walue ia sither Comp 2 etad of the estimated amount of time
raguirad to completa tha replication data transfor based on the
last 24 hours' transfier rete.

Amount of data remaining to ba raplicated.

{Directory Replication Only) Numbar of files that hawve not yat
baan replicated.

For source and destination andpaints, shows status (Erablad,
Disabled, Mot Licansed, atc. ) of major components on the system,
such as:

+«  Replication
+  Flle System
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Table 192 Completion Stats (continued)

Item Description

» 0D Retention Lock

= [ Epcryption at Ress

= DD Encryption over Wire

*  Available Space

= Low Bandwidth Optimization

=  Cpmpression Ratio

#  Low Bandwidth Optimization Ratia

Completion Predictor

The Completion Predictor is a widget for tracking a backup job's progress and for predicting when
replication will comgplete, for a selected contaxt,

Creating a replication pair
Befors creating @ replication palr, make sure the destination does not ext, or you will get an errar,
Procadure
1. Selact Replication = Automatic » Summary tab - Create Pair.
2. Inthe Create Pair dialog, add information to create an Inbound or sutbound MTres,
directory, colection, or pool replication pair, as describad in the next sections.
Adding a DD system for replication

You may need to add a DD system as either & host or a destination before you can creste &
raplication pair.
About this task

(1}|Maote: Make sure the system being sdded is running 4 compatible DD OS version as described
in Replication version compatibifty on page 381,

Procaedure

. Inthe Create Pair dialog, select Add System.

For System, entar the hostname or [P sddross of the systermn to be added,

For User Name and Fasswaord, enter the sysadmin®s user name and passwiord,

Optionally, select More Options to enter a proxy IP address (or system name) of & system
that cannot bs reached directhy. If configured, enter a custom port Instead of the default
part 3009,

(1) [Note: IPvE sddresses are supported only when adding a DD OS 5.5 or later system to &
management systam using DD O3 5.5 or later,

'!-.l_-.

ol

6. Select OK,

m Mota: IF the system is unreachabde after adding it to DD System Kanasger, make sure
that thars is a route from the managing system to tha system being added. If a
hostname {either a fully gualified domain name (FQON) or ron-FEORN) iz entered, make

sura it is resolvabla on the mansged system. Configure 8 domain namae fior the managed
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system, ensure 8 DNS entry for the system exists, or ensure an I[P address to hostname
mapping s defined.

6. If the system certificate s not verited, the Vernfy Certificate dialog shows detads about the
certificate. Check the system credentials. Select OK if you trust the certificate, or salect
Cancel.

Creating a collection replication pair

Saw the Cofection rephcation section for general information about this type of replicaticn,
About this tesk

Before creating a collection replication pair, make sure:

= Tha storage capacity of the destination system is equal to, or greater than, that of the source
system, (I the destination capacity is kess than that of the source, the available capacity on
tha source ks reduced to that of the destination.)

= Tha destination has been destroyed, and subsequantly m-created, but ot snablad.
= Each destination end each source is in only cne context at a time.

# Tha file gystem iz disabled on the replica, while configuring and enabling encryption on the
EOUICE.

= The file system is disabled on the sgurce, while configuring and enabling encryption on the
replica,

Frocedurs
1. In the Create Pair dialog, select Gollection from the Replication Type merw

2. Select the source system hostname from the Source Systemn menu.

3, Solece the destination system hostname from the Destination System maru, The list
imzludes only thoss hoats in the DD-Metwork list,

4, If you want to change any host connection sattings, select the Advanced tab.
5. Eaelect OK. Replication from the source to the destinetion begins.
Results

Test results returnad the following performance guidelines for replication initializetion. These ere
guidalines o'y, and actual performance saen In production environments may vary.

= Ower 8 gibibit LAN; With & high encugh shelf count to drive maximum input/output and ideal
conditions, collection replication can saturate a 13igE link (module %% protocol overhead), as
well as 400-800 MB/sec on 10gigE, depending an the piatfarm.

s Oner 8 WAN, performance s governed by the WaN link line speed, bandwidth, latency, and
pecket loss rate.

Creating an MTres, directory, or pool replication pair

See the M Tree replication end Directony rephcation sections for general information atout these
types of replication.

Abaut this task
When creating an MTree, directory, or pool replication pair.

s Moke sure the replication is transitingesdting the correct interface. When defining &
replication context, the host names of the source and destination must resolve with forward
and reverse lookups. To make the date transit alternate interfaces on the system, other than
the default resolving Intarface, the replication context must be modified after creation. It may
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b necessary to set up host files to ensure that contexts are defined on non-resolving (cross-
awer) Interfaces,

You can "reverse” the context for an MTree replicatian, that s, vou can switch the destination
and the source,

Subdirectaries within an MTree cannot be roplcsted, becausze the MTree, in ite entirety, is
replicated

The destination DD eystem must hive available storage capecity of at least the post-
compressed size of the expected maximum post-compressed size of the source directary ar
WTree,

When repiication s initialized, a destination directory I8 created autometically.

A DD system can simultaneously be the source for one cantext and the destination for another
contaxt,

Procedure

1. Intha Create Pair dislog. select Directory, MTres (default), or Pool from the Replication
Type manu,

£. Salect the source system hostname from the Source System menu.
Select the destination system hostname from the Destinetion System menu.

4. Enter the source path in the Source Path text box (notice the first part of the path is s
constant that changes based on the type of replication chosen).

@, Enter the destination path in the Destination Path text box (notice the first part of the path
s & constant that changes based on the type of replication chosen).

&, If you want to change any host connection settings, salect the Advanced tab.
T, Gelact OK.
The Replication from the source to the destination begins.

Test results from returned the following guidelines for eetimating the tima needed for
replication inltlalization.

These are guidelines onyand may not be accurate in specific production environments,

»  LUksing a T3 commection, 100ms WAN, performance is about 40 MIB/sec of pre-
compressed deta, which gives data transter of:
4 MiB/sec = 25 seconds/GiB = 3,458 TIE/day

* Lszing the base-2 equivalent of gigabit LAN, performance is sbout 80 MiB/sec of pre-
compreaged data, which gives date transfer of about double the rate for & T3 WAN,

Esampla 2 L Equivalent

Here is an example of creating MTree replication pairs &t the CLL. In this example, the
source system ks 449500 and the destination system is d1h5. For details about usage
in other scanarios, see the 00 05 Command Reference Guide.

1, Create an MTree on the source system:

aysadminddd®aiid mtree croate fdatadocol 1 Oracla?
HTema "/datafcoll/Oracle?" created asuccesafully,

2. Create the replication context in the destination system, usimg the full hoetnamo.

ayaadmin@dlhSt replicetion add scurce mtree:/fdd9900. chaos. lecal fdatafesll/Oracle?
descination mtree:/ dlhS . chaos. local /datafeall/Oracla?

3. Create the replication context in the source, using the full hostname.
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Ewampla 2 CLI Equivalent [cominued)
sysacdminf@ddi900# replication add source mtree:ffad3900.chaos. local fdatafeall/f
fraclez destination mbres: / Adind.chags.locall/dacaseoll fovaciael
4, To verify that the MTree replication context has been created, use the
replication show configcommand.
The cutput s harizantally truncated in this example,
sysacminddlh58 replication show config

CTX  Souroce
Dmstination

e e e S 2 S S N S I O S

L d:r:ffddggﬂﬂ.chaﬂs-i;:alibackupf&ru:;zz dirt #fdlh5. chaas . local fbackups
Oracled
2 mrLree: //dd9%00 . chaoa, localsdatasooll/Oraclal wtreas:S  alnd . chaos, local/datay

coll fOraclald

ot o o . i e S s . O BN T N N ECTOT TS T O

* Peed for recovery only,

5. 'T|:| atm rapﬁcntrm between a sourca and destination, use the replication
“iz1ize commeand on the source. This commend checke that the
:mﬁ;p,ln':run and conmections are correct and returns error messages | amy
problers oeour.

=ysadnin#dd 50008 replicaktion initialize mbres://dlhS.chass,local /dataleall/Oraclal

[nG:08) Waiting for initialize to stazt..,

(00:10) Intialize atarted.

Use "repliceation wateh moree:S//dlkS.chacs, local fdatadcell/Dracled’ to monltor
PECGTRES .

Configuring bi-directional replication

DD Repibcator

To creste a ki-directional rephcation pair, use the directory of MTraee replication pair procedura
(for example, using mireed) fram host A to host B. Use the same procedure 10 Create o replicaticn
pair {for example, using mtreal) from host B to host A, For this configuration, destinetion

pathrames cannot be the sime.
Configuring one-to-many replication

To creste @ one-to-many replcation pair, use the directory or WTree replication pair procedure
(for example, using mtreal) on host A to: (1) mtree! on host B, (2) mtreel on host C, and (3)
mitree] on host 0. & replication recovery cennct be done to 8 source context whose path is the
gource peth for other contaxts; the other contexts must be broken and resynced after the

recovery.
Configuring many-to-one replication

To create a meny-to-one replcation pair, use the directory or MTres replication pair procedure
[for example, (1) mtree] from host & to mtres! an host © and (3 mtreed on host B ta mtree? an

host C.]
Configuring cescadad replication

To create a cascaded replication pair, use the directory or MTree replication pair procedure: (1)
mires] on host A to mtree! on hest B, and (2) on host B, create a pair for miree! to mireel on host
. The final destination context (on host C i this exampla, but more than thres hops are

supported} can be a coflection repica or a directory or MTree replice,
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Disabling and enabling a replication pair

Digatiling a replication peir tempararily paess tha active replication of data between & source and
a destination. Tha source stops sending data to the destination, and the destination stops serving
as an activie eonnaction to the source.

Procedura
1. Select one or maro replication peirs in the Summery table, snd selact Dizsable Pair.
2. In the Display Poir dialog, select Next and then OK.

3. Toresume operation of & disabled replcation pair, select one or more replication palrs in the
Summary table, and select Enable Palr to dsplay the Enable Pair dialog.

4, Select Nesxt and ther OK. Replication of data I8 resurmed.

CLI Equivalent
# replication disable {destination | all}

# raplication anable {[destination | allj

Delating a replication pair

When a directory or MTree replication pair is deleted, the destination directary or MTres,
respactively, becomes writable. When a collection replication par is deleted, the destinatian DD
system becomes a stand-alone read/write systern, and the file systam is disabled.

Frocedura

1. Select one or more replication pairs in the Summery table, and select Delete Pair.
2. Inthe Oelete Pair dialoeg, select Next and then OK, The replication pairs are deleted.

CLI Equivelent
Before running this command, always runthe £llesys disakble command. Then,
afterwerd, runthe £l lesys enakle command

# replication break [destination | allj

Certain situations may arise in which you must resynchronize replication to resahsa an Issue.
For information about braaking and resynchoonizing repBoation. ses the KB article Sraak and
Resyne Directory Repdication, avallable st hitps.//suppart.emc.com/kb MB0SES.

Changing host connection settings

To direct traffic out of a specific port, modify a current context by altering the conrection host
paremeter using a host name previously defined in the local hosts file 1o eddress the alternete
system. That host name will correspend to the destination, The host entry will indicate an alternate
dustination address for that host. This may be required on both the source and destination
syslems,

Procedurs

1. Belect the replication palr in the Summary table, end select Modify Settings. You can also
chamnge thase settings when you are parforming Creats Peir, Start Reayne, or Start Recover
by salecting the Advanced tab.

2. Intha Medify Conrection Settings diglog, modify any ar all of thess sattings:
2. Uee Low Bandwidth Optimization — For enterprises with amal data sets and 6 Mbss or

less bandwidth networks, DD Replicator can further reduce the amount of data to ba
sant using fow Bandwidth oofimiration. This erablas remote sites with limited bandwidth
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t0 use bass bandwidth or to replicate and protect more of their data over existing
networks. Low bandwidth optimization must be enabled on both the source and
destination DD systems., If the source and destination have incompatible low bandwidth
optimization settings, low bandwidth optimization will be inactive for that context. After
enabling low bendwidth optimization on the source and destination, both systems must
undergo a full cleaning cycle ta prepara the axisting data, eorun £llesys clean
start on both systems. The duration of the cleaning cycle depemnds on the amount of
deta an the DD systam, but takes longer than a noermal cleaning. For mare information on
the 11lesvs commands, see the 00 05 Command Reference Guide.

Important: Low bandwidth optimization = not supported for Collection Replication,

b. Enable Encryption Ovaer Wire = DD Replicator supports encryption of data-in-flight by
using standard 531 (Secure Socket Layer) protocol version 1.0.1, which uses the ADH-
AES256-GCM-3HASE4 and DHE-RSA-AES256-GCM-5HAIE4 cipher suites to astablish
sacure replicetion connections, Both sides of the connection must enabie this feature for
encryption to procaed.

c. Network Preference = You maoy choose [Pvd or IPvE, An IPvB-enabled replication
service can still acoept connections from an [Pwd replication chent if the service s
reachable vie IPwd. An IPvE-enabled replication cbant cam stil communicate with an [Pv4
replication service if tho sarvice |8 reacheble via [Pw4,

d. Use Mon-default Connection Host - The source system transmits data to a destination
systam llsten port. Since 8 source system can have replicetion configured for many
destinetion systems (each of which can have a different listen port), each context on tha
gource can configure the connection port to the corresponding listen port of the
destination.

3. Select Next and than Close,
The replication pair settings are updated, and raplcation resumes.

CLI Equivalant

froplication modify <destinstion?> comnection=host <osw=-hoat-nane> [port
“part>]

Managing replication systems

You can add or delete protection gystems to be used for replication ussng the Manage Systems
dialog.

Procadura
1. Select Manage Systems.
2. Inthe Manage Syetems dia‘og, add and/or delete systems, as reguired,
3. Select Close.

Recovering data from a replication pair

It saurce replication data becomes inscceselble, i can be recowversed from tha replication pair
deetiration, The source must be empty before recovery can proceed, Recevery can be parformed
for all replication topologies, except for MTree replication.

Recovery of date from e directory pool. as well as from directory and collection replication pairs, is
described in the next sections.
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Recovering directory pool data

You can recover data from e directory-based pool, but not from an MTree-based pool,
Procedura

2.
3,

.
s

Salect More - Start Recover.

In the Start Recover dislog, select Poel fram the Replication Type manu,

Sebect the source system hostname Trom the System to recover to menu,

Salect the destination systam hostname from the System te recover from menu.
Salect the context on the destinatian from which dota is recoverad.

I you want to change any host connection settings, select the Advanced tab.
Select OK to start the recovery.

Recovering collection replication pair data

To successfully recover collection replication pair data, the source file Systern must be in a pristine
state, and the destination context imust be fully initialized.

Procedura

SR S

B.
1.

Select More = Start Recover to display the Start Recover dialog.

Select Collection from the Replication Type menu,

Select the source system host name from the System to recover to man,

Select the destination system host name from the System to recover from menu.

Select the context on the destination from which data is recovered. Only one colbection will
exist an the destination.

To change any host connection settings, select the Advanced tab
Select OK to start the recovary.

Recovering directory replication pair data

To successfully recover directery replication par data, the same directory used in the original
contaxt must be created (but left empty).

Procadura

1.
2,

Select More » Start Recover to display the Start Recover diatog.
Select Directory from the Replication Type men,

Select the host name of the system fo which dete meeds to be restored from the System to
recover to mend.

Select the host name of the system that wil be the date source from the System to
recover from mana.

Select the context to restore from the contest list,
To change any host connection settings, select the Advanced tab.
Select OK to start the recovery.

Abarting a replication pair recovery
If & replication par racovery falle ar must be erminated, you can stop the replication recovery.
Precadura

L]
LE

Select the More menu, and selact Abort Recover to display the Abart Recaver dialog, which
ghows the contexts currently parfarming recovery.
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2, GSelect the checkbox of one or more contexts 1o abort from the list,
3. Eelect DK

After you finish

Az epon &e poesible, you ahould restert recovery on the source

Raesyncing an MTree, directory, or pool replication pair

Hesynchramization is the process of recovaring (or bringing back into sync) the data batween a
source and a destination replication pair after a manisal break. The replication pair ara

resynchronized so both endpoints contain the same data, Resynchronization is availabie Tor
M Tree, directory, and pool replication, but not for collection replication,

About this task
A repiication resynchronizaton can also be used:
= Torecreate a context that has been deleted,
= \Whien a destinetion runs cut of space, but the source etill has data to replicate.
= Toconvert & directory replcetion pair to an MTree replication peir.
Procedure
1. Defate the contesxt an both the replication source and replication destination systams.

2. From either the replication source or replication destination system, select More = Start
Resync to display the Start Resync dialog,

Saelect the Replication Type to be resynced: Directory, MTres, or Pool,

Belect the replicetion source system host name from the Source System menu.

Salect the replication destination system host rame from the Destination Systam moemu.
Enter the replication source path in the Source Path text box

Enter ihe raplication destination path in the Destination Path text box,

To chenge any host connection settings, select the Advanced tab.

Salact OK.

O B oM b

CLI Equivalant
f replication resync dastination

Abarting a replication pair resynchronization

It a replication pair resynchronization fails or must be termineted, you cen stop the
resynchronization.

Procedurs

1. From either the replication source o replication destination system, salect More = Abort
Resync to digplay the Abort Resync dislog, which lists all contexts currently performing
resynchronization,

2. Selact the checkboxes of one or more contaxts to abort thair resynchranization.

Select O
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DD Boost view

The DD Boast view provides configuration and traubleshooting information to MetBackup
administrators who have configured DD syatems to use DD Boost AIR (Automatic Image
Regplication) or any 0D Boost application that uses managed filks replication.

dae the OO Soosr for OpenSrorage Administration Gude for DD Boost AIR configuration
instructicns.

The File Replication tab displays:
= Currontly Activa File Replication:
#  [wrection (Out-Gelng and In-Coming) and the number of files in each.

* Remaining data to be rephcated (pre-compressed value in GIB) and the smount of data
dlready replicated (pre-comprassed value in GiB)

= Total size: The amount of dats to be repbcated and the already replicated data (pre-
camapressed value in GiB).

* Most Recent Status: Total file replications and whether completad or failad
®  during the lazt hour
" gwgr the last 29 hours
= Remote Systems:
= Sglect & replication from the fist,
» Select the time pericd to be covered from the menu,
» Selact Show Details for more informaticon about these remote system files,

The Storage Unit Associations tab displeys the following information, which you can use Tor audit
purposes or to check the status of DD Boest AIR events used for the storage unit's iImage
replications:

* A fist of afl storage unit Associations known to the system. The source is on the left, and the
destination is on the right, This information shows the configuration of AIR on the protection
systom,

= The Event Gueue is the pending event list. it shows the local storage unit, the event 1D, and
the status of the event,

An attempt is made to match both ends of a DD Boost peth to Torm a pair and present this as one
paird/record, If the match is impossible, for various reasons, the remote path will be isted as
Linresalied

Remote system filas

The Show Details button provides information for the selected remote file replication system. File
Repications shows starting and ending information, as well es size and data emount, for the
selected remote file replication system. The Perfarmance Graph shows perfarmance over time for
the selected remota filg repiicetion system,

Tahbla 183 File Raplicaticna

[t Description

Start Starting point of tima paricd,
Erd Ending point of time period,
Fila Mame Name of spacific replication file,
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Table 183 File Rapications {continued)
ftmm Description
Status Wbost recent status (Seccass, Failure),

Pra-Camg Size (MIB) Amount of pre-compressed authound and Inbound data, as

Metwaork Bytes (WME) Amaint of network throughput data (in MIB).

compared to network throwghput or pest-compressad data (in
M},

Tabls 194 Parfarmance Gragh
Itam Description
Duraticn Duration for rephcation (either 1d, 7d or 30d).
Initeerval Imteresl for replication (aither aily or Weakly ).
Pra-Comp Replizated Amourit of pre-compresssd cutbaund and inbound data (in GiB).
Past-Comp Replicated Amount ef post-compressed deta {in GIB).
Hetwork Bytes Amaunt of netwaork throughput data (in GIB).
Fies Succesdad Mumber of fies that ware successiully replicated,
Filag Fasad Mumber of fies that failed to be replicated.
Shrew in no window Brings up & separate window,
Print Printa tha graph,

Performance view

The Performance view displays a graph that represents the fluctustion of data during replication,
These are sggregated stetistics of esch replication peir for this DD systam.

Duration (=-axia) s 30 days by default,

Replicetion Performance (y-a<is] is In Gibi8ytes or MebiBytes (the birary equivalents of
Gigabytes and MegaBytas).

Metwork In is the total replication network bytes enserng the system (all contexts).
Metwork Out is the total replization netweork bytea laaving the syetem (all contexts),

For & reading of a specific podnt in time, hovar the cursar over & place on thia graph,

During times of inectivity (whan no data |s betng transferred), the shape of the graph may
display a gradually descending line, instead of an expected sharply descending line.

Advanced Settings view

Advanced Settings lets vou manage throttle and netwiork sattngs.
Throttle Settings

Throttle Override — Displays throttle rate it configured, or O meaning all replication traffic is
stopped.

Parmanant Schaduls - Displays the time and daye of the weak an which schaduled throttling
BLEUrs.
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* Bandwidth - Displays the configured data stream rate if bandwidth has been configured, or
Unlimited (default) if not. The average data stream to the replication destination is at least
948,304 bits per second (12 KiB).

* Daelay - Displays the configured network dolay setting (in millieeconds) if it has been
configured, or Mong {default) if not.

* Listen Port - Diaplays the configured listen port value if it has been configured, or 2051
{default) if not,

Adding throttle sattings

Ta madify the amount of bandwidth used by & netwaork for replication, you can set 8 replication
throttie for replication traffiz,

About this task
There are three tyoes of replication throttle sattings:
* Scheduled throttie - The throttle rate is set 8t & predetarmined time or period,

* Current throttle — The throtthe rate | set until the next echedubed change, or until a system
retoot.

* Owerride throttle - The previoua two types of throttle are overridden, This persists - even
through reboat - until you selact Clear Throttle Override or issue tha ropl Loat lon
throttle reset over:sida command.

You con alss set 8 default throtthe or a throttle for specific destinations, as follows:

* Default throttle - When configured, all replication contexts are limited to this threttle, excogpt
for those destinations specified by destination throttles (see next item),

* Destination throttle — This throttle ig used when only a few destinations need 1o be throttied,
or when a destination requires a throtile setting different from the default throttle. When a
default throttle siready exists, this throttle takes precedence for the destination specified. For
example, you can set the default replication throttle to 17 kfps, but — using & destingtion
throttls = you can set a single collection replication context to wilimifed
(i) [Note: Currently, you can set and modify destination throttle anly by using the cormerand-

line interface (CLI); this functionality is not evailable in the DD System Manager. For

docuementation on this feature, pee the repl ication throttls command in the 20 OS5

Command Refarence Guige, It the DD System Manager detects that you have one or mare

destination throttes set, you will be given a warning, and you should use the CLI to

cantinue,

Additional notes about replication throttling:

* Throttles are set only &t the source. The only throttle that applies to 8 destination is the 0 Bps
{Disabled) option, which dizables all replication raflic.

#  The minimum value for a replication throttle is 38,304 bits per second,
Procedure

1. Select Replication » Advanced Settings > Add Throttle Setting to display the Add
Throttie Setting dialog.

2. Set the daye of the week for which throttling i to be active by selecting Every Day or by
s&lacting checkbox(es) next to indhidual day(s).

3. Set the time that thrattiing is 1o start with the Start Time drop-down Selectors for the
hourminute and AMAPRA,

4. For Throttle Rate:
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= Sglect Unlimited 10 sat no limits.

= Enter a numbor In the text box (tor exemole, 20000), and select the rate from the menu
(bps. Kbps, Bps, or KBps).
#  Select the 0 Bps (disabled) option to disabbe all replication traffic.

5. Sglect OK to st the schadule. The new schedule is shown under Permaneant Schedula.
Rezults

Replication runs &t the ghven rate until the next scheduled changs, or until a new throttie satting
forces a change,

Deleting Throttle Settings
You can delete a single throttle setting or all thrattle settings at once.
Procadurs

1. Select Replication > Advanced Settings > Dalete Throttles Setting 1o display the Delete
Thrattle Setting dialog.

2. Select the checkbox Tor the throttle setting to delete, or select the heading checkbox to
delete all settings. This list can include settings for the “disabled” state,

3. Select OK to remowve the setting.
4. Inthe Delate Throttle Setting Status dialog, select Close.

Temporarily overriding a throttle setting

A throttie override temporarily changes a throttle setting. The current setting is listed at the top of
thee: window:.

Procedurs

1. Select Replication > Advanced Settings » Set Throttle Override to display the Throttle
Owverride dialog.

2. Either set a new throttle override, or clear a previous override.
a. To sat a new throttle override:

+ Salect Unlimited to revert to the syatem-set throttle rate (no throttling performed),
or

= Set the throttling bit and rate in the text box (for example, 200007 and (bps. Kbps,
Bps, or KBps), or

o Solect 0 Bps (Disabled) to set the throttle rete to 0, effectively stopping all
replication network traffic.

# Toenforce the change temporarily, select Clear at next schaduled throttle event.

b. To clear Bn override previousty sat, select Clesr Throttle Override.
3. Select OK,

Changing network settings

Using the bandwidth and network-delay settings togethar, replication calculates the proper TGP
[transmission control pratocol) buffer size for replication usege. These retwork settings are global
to the DD systoem and should be set only once par systam.

Bbout this tas«
Mate tho following:
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You can determine the actual bandwidth and the actual network delay values for each server
by using the oing command,

The defeult network paramatars in 8 restorer work wall for replication in low latency
configurations, such as a local 100Mbps or 1000Mbps Ethernet network, where the latency
round-trip time (&5 messured by the ol ng command) |s usually less than 1 millisecond. The
defpults also work well for replication over low- to moderate-bendwidth WANs. whare the
latency may be as high as 50-100 milliseconds. However, for high-bandwidth high-latency
networks, some tuning of the network perameters is necessary.

The key number for turing is the bandwidth-delay number praduced by multiplying the
bandwidth end round-trip atency of the netwerk, This number is a measure of how much data
can be transmitted over the network before any scknowledgments can return from the far end.
If the bandwidth-delay number of a replication network is more than 100,000, then replication
performance benefits from setting the network parameters in both restorers.

Procedurs

1. Select Replication > Advanced Settings > Change Metwork Settings to display the
Metwaork Settings dialog,

2. In the Netwark Settings araa, select Custom Values.

3. Enter Delay and Bandwidth values in the text boxes. The network delay setting is in
milliseconds, and bandwidth (s in Dytes per second.

4, Inthe Listen Port area, enter a new vakue In the text box. The default IP Listen Port for a
replcation destination for receiving data streams from the replication source is 2051, This is
8 global setting for the DD system,

5. Select OK. The new settings sppear in the Netwark Sattings table.

Monitoring replication

The DD System Menager provides many ways to track the stetus of replication - from checking
replication pair status, to tracking backup jobs, to checking performance, te tracking a replication
process.

Viewing estimated completion time for backup jobs

You can uge the Completion Predictor to see the estimated time for when a backup replication ob
will be completed,

Procadure

1. Select Replication = Summary.
2, Select a Replicaticn context for which to display Detailed Information.

3. Inthe Complation Pradictor area, select optiona from the Seurce Time drop-down list for
replcation's completion time, and salact Track,

The estimated time digplays, in the Completion Time area, for when a particular backup job
will Tinish its replication to the destination. If the replication is finished, the arca shows

Completad,
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Checking replication context performance
To check the performance of a replication context over time, select a Replication context in the
Summary view, and selact Performance Gragh in the Detgiled Information area.

Tracking status of a replication process

To display tha progress of & replication Indlalization, resynchronizeton, or recovery operanson, use
the Replication = Summary view to check the current state.

CLI Equivalent
# replication show config all
OTE  RBourcs bestination Connacticn
Host and Port Erablead
i dir://fhostZ/backop/dird dirlf!ha!tjibﬁciupfdl:i hoetd. company . com
Yy
. dir://hosti/backup/die] die:ffhosti/packup/dixd hoetd. company. com
Yes

Whan specifying an |P wersion, use the following command to check its setting:
# replication show config rotx://2

CTX: ;

L T H ntrea: /fddbetal .dallasrdc. com/data/call FECHML
Destinatliono: uL:EE:IfdﬂbELdE.dﬂllﬂBrdﬂ.Eﬂm:ﬂatafﬂnllfﬁﬂﬂ_lp“ﬁ
Connaction Hests dadbatal-ipvé.dallasrdo.com

Connection Port: |Gefaulc}

Ipversion: tpwd

Law=bv—optim: dizakled

Eaczyption: disabled

Enaklads: RS

Fropagate=retention=lock: enabled

Replication lag

The amount of time between two copies of data is known as replication |eg.

You can measure the repication lag betwean two contexts with the replication stetus command.
For infermation abaut determining the cause of replication lag and mitigating its impact, see the
KB article Trovbisshaoting Renlcation Lag, svailable at hittps://support.emc.com/ kb /180482,

Replication with HA

Floating IP addresses allow HA systemns to specfy a single |P sddress for replication configuration
that will work regardiass of which node of the HA pair is active.

Ower IP networks, HA systems use a flcating IP address to provide data access to tha HA pair,
regardless of which physical node is the active node. Tha net config command providas the [typs
[Fimed | Floating}]option o configure a floating P address. The 00 OF Command Refermce
Guae provides more information,

If & domain name is needed 10 access the floating IP eddress, specity the HA system name as the
domain name, Fun the he starus command to locabe the HA system name.

(i) MNote: Runthe net show hostoasme type ha-ayster command to display the HA system
name, and if required, run the net set hostname ha-systam command tochange the HA
EyEtem Name.
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Al fila system access should be through the floating IP address, When configuring backup end
replication operations on an HA pair, always specify the floating IP address as the IP address for
the protection system. Other system features such as DD Boost and replication will accept the
fioating IF address for the HA pair the same way a5 thay accept the system IP eddress for 8 non-
HA system.

Replication between HA and non-HA systems

Collection replication between HA and non-HA systems is not supported. Directary or MTree
rephcation is requited to replicate data between HA and non-HA systems,

Replicating a system with quotas to one without

Replicate a system with a DD OS5 that supports quotas, to a system with 8 DD OS that does not
hawve quotss.

* A reverse resync, which takes the data from the system without quotas and puts it back in an
MTree on the system that has quotes enabled (and which continues to have quotss enablad).

= A reverse Inftislization from the system without quotes, which takes its data and creates a new
MTrea on the system that supports quotas, but does not have quotas snabled because it was
created fram data on a system without quotas,

Replication Scaling Context

The Replication Sealing Cantext feature gives yeu more flexibility when configuring replication
contexts.

In environments with more than 299 replication contexts that include both directory end MTres
replication cantexts, this feature allows you to configure the contexts in any order. Previously, you
had to configure the directory replication contexts first, followed by the MTree replication
contexis.

The total number of replication contexts cannot exceesd 540,

Directory-to-MTree replication migration

The diractory-to-MTree (D2M) replication optimization feature allows you to migrate existing
directory repication contexts to new replication contexts based on MTrees, which are logical
partitions of the file system. This feature also lets you monitar the process as it unfolds and verify
that has successfully complated.

Although you can use the graphical user interface (GUIY for this operation, |t iz recommaendad vou
use the Command Line Interface (CL1D for aptimal parformance.
Performing migration from directory replication to MTree replication
About this task
Do ot shut down or reboot vour syatem during directory-to-MTrea (D2MM) migration,
Procadune

1. Stop all ingest aperations to the directory replicotion source directory.
2. Create an MTree on the source DD system: stres creats Sdata/csll /ntres-name

{1}|Nmn: Do not create the MTree on the desgtination DD syatem.
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3. (Optional) Enable DD Retention Lock on the MTree.

Mote: If the source system contaans retention-locked files, you might want to maintin
{ 0D Retention Lock on the new MTree.

See Enebling DD Retention Lock Compliance on an MTree.

4. Create the MTree raplication context an both the scurce and destination DD systams:
raplication add sources ntres: //scurcs-system-nass/ gourcs mEress replication
add dasrination mtrea://destination=-sypaten=-pame/dastination mEres

5. Stert the D2M migretion: replication dir-to-mtres stact from roex: /1l teo
patySf2

In tha previous exarnple,

potxe £

refers to the directory replication context, which replicates the directory backup backap/
411 onthe source system;

rotxc I3

refers to the MTrae replication cantoxt, which replicates the MTree /'data/coll /mtrasl
on the source system.

(1)| Mote: This command might take longer than sxpected to complate. Do not press Ctri-C
during this process; if you do, you will cancel the D2M migration.

Fhase 1 of 4 [prechack): z
Harking source directory fbackop/dirl as read-only...Done,

Phase 2 of 4 (sync)e
Sunesing diFectary paplicacion comtarxt, . 0 filas fluoshed.
current={5 =ync target=d4T head=47
ourrent=L{5 s:,ml:_tnr:gutv-ﬁ haad=47T
Done. (00109

Phage 3 of 4 (fastoocpyl:

Srarting fasteapy from Sbactup/dirl to fdatafcoll/ntresl...

Waiting for fastoopy to complete. .. (00:30]

Faatcopy status: [astoopy fbackupfdirzd to Jdetafcoll/mtreel: copiled
24

files, | directery in D.13 secdnds
Creating snapshot "REFI-DEM-mtroel-Z015-12-0T7=14-5{=02"...0Dzne

Phas= 4 of 4 {initializel

Initializing MTraa replication context..:
|00 :08) Waiting for inltialize to start...
[00:11}y Imitialize atarted.

Daw "paplliaakclen dip-to-mbres watch retyd //3Y to moritor progress.

Viewing directory-to-MTree migration progress

You can gee which stage of the migration is currently in progress in the directory-to-MTree (D2ZM)
replication.

Frocadura
1. Enier replication dir-to-mtrea watch rotx: /s to 568 the progress

rotx: s r2

specifies tha replication contast.
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You should see the following output:

Use Control=C to skop monitoring.

Phase 4 of 4 {initialize).

100:30F Replication initialize starkted, ..

100492 Initializing:

(00714 160% complete, pre-comp: 0 KB/a, necworck: 9 FB/S
(00:14| Replication initialize complated.

Migratien for ctx 2 successfully completed,

Checking the status of directory-to-MTree replication migration

Youcan use the renlication dif=to=mtres stazus command to check whether the

directory-to-MTree migration (D2M) hae successfully completad.

Procedurs

1. Enter the following command; here,

rotyef 2
represants the MTree replication context on the source systent replication dir—to-
ntres status robs: /03

The output should be similar to the following:

Directory Replication <TX: 1

MIres Esplication CTX: F

Directory Replleatloh Sodoce: Airs S F127.0.0. 2/ sackup/dirl

MTtee Replication Bourcas mtres: A127.0.0. 2/ dataycall imeranl
MIr=e Beplicaticn Destinaticn: miree: /127, 0.0, 3 datalcall fmbreel
Migraticn Btatuna: conpletad

If there is no migration In progress, you should see the following:

§ replication dir-to-mtree status rotu:s /2
He migration status for contexe 2.

2. Begn ingesting data to the MTree on the source DD system when the migration procass is
complete,

3. (Optional} Break the directary replication context on the source and target systems.

See the 00 05 Comvmand Refarence Guide for more information about the replication
break command.

Aborting D2M replication

It necessary, you can abort the directory-to-MTree (D2M) migration procedure.
About this task

The repl lcatlen dir-to-mtree abort command aborts the ongoing migration process and
revierts the directory from a read-only to a read-write state.

Procadure

1. Inthe Command-Line Interface (CLI, enter the fallovwing command, here,
FEL¥ 1/ 02
is the MTree replication context: replication dir-to-mtree abort rots://2
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Yiou should see the following output

Cancaling fizestery Lo NTiesd migratics Fof coftext dir<nans,
Harking sourca directory dir-name as read-write...Donpe.

The migration 15 now aborted.

Hemoyve The MTresa replicsatlion context and MTres on both source and
dastinatlon

hoet by running 'replication break® and ‘mtres delete' commands.

2. Break the MTree replication context; replication braak =otx: /42

3. Delete the MTres on the scurce system: etres delete mirss-path

Troubleshooting D2M
If you sncounter o problem setting direstory-to-MTree (D2M) replication, thene is an operation
you can perform to address several gifferent [ssues,
About this task

The dlr-to-mrres abort procedure can hedp cleanty abort the D2ZM process. You should run
this procedure in the follewing cases,

* The stetus of the D2M migration is listed es aborted,

= The system rabeoted during D2M migration,

o Ap arror otcurred whan running the replication dir-to-miree start command.
# |ngest waes not gtopped bafore baginning migreticn,

= Tha MTres rephication context was Inithaiized Before the: repl ication dir-to-mtroesd
atart command was entered.

(T){ Mote: Do not run raplication break on the MTres replication context before the D2M

procass finkahes,

AbWEyS FUN replication diz-to-mtoes abost before Funning the replicatisn 1 )

command on the mrepl ot

Running the replicacion break command prematurely will permanently render the drepl
source directory as read-only.

H this oocure, please contact Support,
Probedurs

1, Enter seplicatian dir=ts=-ntras abart 10 abort the prooess.

2. Break the newly created MTree replicetion context on both the source and deatination
SYETeMms.

Im the following exemple, the MTree replication contaxzt is
ety f

teplication reak ICUHI/ /L

3. Debete the corresponding MTrees on both the source and destinetion systems.

ntree delete otree-path
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{i) | Mote: MTrees marked for deletion remain in the file system until the filesys clean
command i run.
See the D2 OF Command Reference Guide for more information,
4, Runthe filesys clean start command on both the source and destination systems.

For more Information on the £ lesyvs clean commands, see the 00 085 Command
Feference Guids,

5. Restart the process.
See Performing migration from directory replication to MTree replication.

Additional D2M troubleshooting

There ere solutions avallable If you forgot to enable DD Retention Lock for the new MTree or an
error oocurs efter directory-to-MTree migration has been initialized,

OD Retention Lock has not been enabled

If you forgot to enable DD Retention Lock for the new MTree and the source directory contalne
retention-locked files or directories, vou have the following options:

= Letthe D2 migration continue. However, you will not have DD Retention Lock irformation in
the MTrea after the migration,

= Abeort the current D2M process as described in Aborting D2M replication on page 422 and
restart the process with DD Retention Lock enabled on the source MTree,

An error occurs after initialization

ihe replicatlon dir-to-mbree start process finishes without error but you detect an
error during the MTree replication initislizetson (phase 4 of the D2M migration process). you can
perform the foliowing steps:

1. Make sure that there is ne network Issue,
2. Initialize the MTres replication context.

Using collection replication for disaster recovery with SMT

To use the destination system of a collection replication pair configured with SMT as a
replacement system for disaster recovery, additional SMT configuration steps must be parformed
in addition to the other configuration steps required to bring 8 replacemant systam online,

Betore you begin

Using the collection replication destinatien system in this manner requires auvtosupport reports to

be configured and saved. The KB article Codlection replica with smi enabled, avallable on hitps://
SUppOrt.ame.com, pravides additional information.

Abaut this task
The replacerment system will not have the following ST detaiis:
= Alart notification lists for each tenant-unit

s Al ugers assigned to the DD Boost protocol for use by SMT tenants, if DD Boost s configurad
an the system

= The default-tenant-unit associeted with each DD Boost user, if any, if DD Boost is configured
an the system

Complete the following steps to configure SMT on the replacement system.
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1. Inthe sutceupport report, locate the cutput for the smt Cepant=unit show detailad

command,

Tenant=unit:r "twl"
Summary:

Wame  Self=Ssrylce

tal Enakled &

Mansgement-Taer:

User Bole
Eenant=admin
tenant-user
tenantc=admin

Management-Group:
Group Fole

————— - e e

gatest tenant-admin

e e e T T T Te—

BOBooat
Haie Ere-comp (GEE)

Bl 2.4

SLatus

RW/D

Humber of MTrees

= o ik o e L N B

= o . R e B -

Typas

DO Booat

User

ddbal tail

T=pant=Unit

d guota Defined
RO Fead Jnly
24 ] Boad Write

Getblng uazers with cafanlt-tenant-upit %ol

CC Boost user

Default tenankt=unikc

Fre-Comp [GiB|

e e

2.0

e s e

ddioul tul

Mtressa;

Hame Pre—Comp {(GiB) Status Tenant=0Oa1L
Jdatafeollinl Q.0  AWD tul

fdata/coll fsul 2.0 BYS G kil

i} t Deleted

1] v Pucta Definad

B i Read Cnly

B i Bead Hrite

FiiE i Replication Destipation

BLGE : Retention-Lock Sovermance Enabled

BLGD @ Betentlon=-LockE Governance Disabled

FLCE © Hetention-Lock Conpliance Enabled

QJuotat

Tenant=dnit: LUl

Mt Pre=Comp |[MiB) EBpft=-Limit |HiB} Hard-Limit (MLB}
Jdatafecll/ml k] T1RE0 815340
fdatafcoll/sul 204E 30720 £1.200
hlacis:

Tenant-umit: *tul?

Bocification lisc "tuol gep®
Hembera

tom, tenantfabc.com
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Mo such zotiva Bleris,

On the replacement system, enable SMT If it I8 not already enabled.

On the replacement system, license and enable DD Boost If 1t Is required and not already
enabled.

If DD Boast is configured, sseign each wser listed inthe 00 Doo=t esction of the "smt
tenant-unit show detalled" output as a DD Bocat User.

f ddbocost user assign ddbul

It DD Boost iz configured, assign each user Gsted in the 00 Boost section of the smt
Lanant-unit show detdiled output to the default tenant-unit shown, If any, in the
output.

i ddboost uasar oprion set ddbnl default-tensnt-weit el

Create a new alert notification group with the same name as the elert notification group in
the Alert s eoctlon of the st tenant-uniit show detailad output.

# alert notify-list create tul grp Eemant-unit tul

Asgign sach email address in the alert notification group in the A L=rt s section of the snt
tenant=unit show detalled output to the new alert potification group.

F alart sotify=list add tul grp sssils tom. tsnantfabo.oom
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CHAPTER 17

DD Secure Multitenancy

This chapter includes:
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00 Secure Muttrbonancy

Secure Multi-Tenancy overview

Secure Multi-Tenancy (SMT) i the simultanacus hosting, by an intemal |T department or an
external provider, of an IT infrastructure for more than one consumer or workload (business urit,
departrrent, ar Tenant).

SMT provides the abiity to securaly isolate many users and workioads in a shared infrastructure,
&0 that the activities of one Tanant are not apparent o visibbe 1o the other Tenants,

A Tenant is a consumer (business unit, department. or customar) who maintains a persistent
presence in a hosted environment,

Within an enterprise, & Tenant may consist of one or more business units or departments on a
protection system that i configured and managed by IT staff.

* For a business unit (BU) use casea, the Finance and Human Resources departments of a
corporation could share the same system, but each department would be unaware of the
presence of the other.

*  For & service provider (SP) use case, the SP could deploy one or more systems to
accommodata differant Protection Storage services for multiple end-custamers.

Both use cases emphasize the segregation of different customer data on the same physical
gystem,

SMT architecture basics

Securs Multitenancy (SMT) provides a simple approach to setting up Tenants and Terant Units,
using MTrees. SMT setup is parfarmed uging DD Management Center and./ar the DD 05 command
ling interface. Tha administration guide provides the theory of SMT and some general command
lirs Instructions.

The basic architecture of SMT is as follows.
* A Tenant is created on the DD Menagement Center and/or DD system.
¢ A Tenant Unit I8 created on a DO system for the Tenant.

v One or more MTrees ere created to meet the storage requirements for the Tenant's various
types of backups,

*  The newly created MTroes are added to the Tenant Unit.
« Backup applications are configured to send each backup to its configured Tenant Unit MTree.

(1) | Mota: For more information about DD Management Center. see the 0D Managemant Canter
User Guide, For more information about the DD O3S command line interface, see the 00 05
Cammand Refarence.

Terminology used in Secure Multi-Tenancy (SMT)

Understanding the termirology that is used in SMT will help you better understand this unique
erwironment.

MTrees

MTrees are logical partitions of the file system and offer the highest degree of management
granularity, meaning usars can perform operetions on & specific MTree without affecting the entire
file system. MTrees are assigned to Tenant Units and contain that Tenant Unit's individualized
sattings for meneging and monitoring SAMT,
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Multi-Tenancy

Mot~ Tenancy refers to the hosting of an IT infrastructure by an internal IT departmant, or an
axtarnal senvice providar, for more than one consuman worklicad {busingss unit/ cepartmeanty/
Tenant) simultanaousty. DD SMT enabdes Dats Froteciion-a5-a-F8riioe

RBAC (role-based access control)

REAC offers multiple roles with different privilege levels, which combine to provide the
administrative solation cn a multi-tenant pratection System.

Storage Linit

A Srovage L is an MTree configured for the DD Boost protocol Data (solation |5 achiaved by
creating & Storege Undt and assigning it toa DD Boost user. The 0D Boost protocol permits soCess
only to Storage Units assigned to DD Boost users connected o the system.

Tenant

A Tarantis & consumaer (business unit/department/customer] wiho maintaine 8 persistent
presence ime hosted emvironment.

Tenant Self-Service

Tenant Seff-Serviceis a method of letting 8 Tenant kog in to a protection system to perform some
basic services (add, edt, or dedete local wsers, NIS groups, and/or AD groups), This reducas the
bottleneck of shways having to go through an adminsstrator for thase basic tasks, The Tenant can
gcoess only thair assigned Tanant Units. Tamsant Usars and Tanant Admins will, of course, have
differant privileges.

Tenant Unit

& Tenant Unitis the partition of a system that serves as the unit of administrative solation
between Tenants. Tenant unite that are assigned to a tenant can be on the same or different
systema and are secured and logically isolated from aach other, which ensures security and
isolation of the contral path when running muitiple Tenants simultaneously on the shared
nfrastrscture. Tenant LUnite can contgin ane ar more AdTrees, which hold all configuraton
abements that are needed in 8 multi-tenancy satup. Usars, managament-groups, notification-
groupe, 8nd ather configuration elements are part of & Tenant Unit.

Control path and network isolation

Control path Sofation i5 achimved by providing the user roles of fenant-adimin end tenart-user for B
Tenart Unit Metwork SaEtion for deta and adminlstrative access |5 achieved by associating a
fixed set of dets sccess I sdaressies) and management F addressres ! with a Tenant LiniT,

The renant-adminand fenant-user noles are restricted in scope and capability to specific Tenant
Lirits and to a restricted set of aperations they can perform on those Tenant Unite. To ensure a
logically secure and isclated data path, a system administrator mist configure one of mMore Tanpm
Unit MTrees for each protocal in an SMT environment. Supported protocols include DD Boost,
WF3, CIFS, and DD VTL. Access lg strictly regulated by the native sccess controd mechanisms of
each protocol,

Tanant-seif-service sessions (through ssh) can ba restricted o a fixed sat of managamant /P
sddressfes) on a DD sysrem. Administrative acocess sessions (through sshohttpShttpa) can aleo be
restricted 1o a fixed set of mansgement IP addrese{es) on DO systems. By default, however, thera
are no management IF addreas(es) sssociated with & Tenant Unit, 5o the only standard restricton
is through the use of the fenant-adminand fenant-userroles, You must use smt tenant-unic
manazemant—1ip to add ard malntalin management IP address{es) for Tenant Uinits.

Similarly, data access and data flow [into and out of Tenent Units) can be restricted to & fixed set
of locel or remote dets sccess IF addressies). The use of assigned data access P address|es)
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enhances the security of the DD Boost and NFS protocols by adding SMT-related security checks,
For example, the list of storage units returned over DD Boost RPC can be limited to those which
belong to the Tenant Unit with the assigned local data access |P address. For NFS, access and
visibility of exports can be filtered based on the local data access IP address(es) configured. For

example, using showmount -= from the local data access IP address of a Tenant Urit will only
display NFS exports belonging to that Tenant Unit,
The sysadmin must use =mt terant-unit data-ipto add and maintain data sccess IP

address{es) for Tenant Lnits.

(1) |Nete: If you attempt to mount an MTree in an SMT using a non-SMT IP address, the opaEration
wiil fad,

If rmmﬁa_Tinﬂm Units are belong to the same tenant, they can shere & default gateway.
However, if multiple Tenant Units that belong to different tenants are oprevented from using the

same default gatewsy.

Multipla Tenant Units belonging to the same tanant can share a default gatewsy. Tenant Units that
belong to different tenants cannot tse the seme default gateway.

Understanding RBAC in SMT

In Sacure Multi-Tenancy (SMT), permission to perform a task depends on the role that is assignad
to @ user. DOMC uses role-based access control (RBAC) to control these permissions.

All DOME usars can;
& Yiew all tanants

* Create, read, update, or dalete tanant units balonging to any tarant if the user is an
sdministrater an thea protection ayetem hogting the tanant unit

= Assign and unassign tenant units to and from a tenant if the user |5 an administrator on the
aystem hosting the tenant unit

= View tenant units betonging to any tenant if the user has any assigred role on the system
hosting the terant unit

To partorm mors advanced tasks depande on the role of the user, as follows:
admin rode

A usar with an sdmin role can parform all administrative operations on e protection eystam. An
admin can alsa parferm all SMT administrative operations an the systam, including setting up SMT,
asgigning SMT user ralas, anabling tanant self-sarvice mode, ereating a tenant, and so on. In the
caontext of SMT, the admin iz typically referred fo as the lenalord In DD O8, the rolo is known as
the sysadmin

To heve permission to edit or delete B tenant, you MUst be both a DOMC admi and a DD OS5
spsacmiron el systems that are associated with the tenant units of that tenant. I the tenant does
nat have any tenant units, you nesd anly to be a DDOMGC aoimin to edit or delete that tenant,

limited-admin role

A user with a Serfeg-saimin robe can perform all sdministrative cperations on & system as the
adrmin. Howeever, users with the Smfteg-adimin role cannct delete or destroy MTrees. In DD OS5,
thera is an equivalent Smvited-adimin role,

tenant-admin role

A uzer with a fenant-admin robe can perform certain tasks only when tenant self-sarvwoe mode is
enabled for a specific tenant unit. Responaibilities inchude scheduling and running a backup
application for the tenant and menitoring rescurces and statlates within the sssgned tenant wit,
The fenant-admin can view audit logs, but RBAC ensures that only audit logs from the tenant units
belonging to the farant-admds are accessible. ln addition, fonaat-adming ansure administratve
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seperation when tenant self-service mode is enabled. In the context of SMT, the fenant-admin|s
referred to as the backup agmin,

tenant-user role

& user with @ fensntf-ussr role can monitor the performance and usage of SMT companents ondy
an tenant unit(s) assigned to tham and only whan tenant seif-service |s enabled, but a usar with
thig role cannot view sudit logs for their assigned tenant units, Also, fenani-Lsers may run the
ahaw and || =t commands.

none role

A user with a role of noneis not allowed to perform any operations on & system other than
changing their password and accessing data using DD Boost. However, efter SMT is enabled, the
adrmin can select & usar with a none role from the system and essign them an SMT-specific role of
fenanf-admin or tenant-user, Then, that user can perform operations on SWT management

objects.
MAREGEMBNT groups

BSPs (backup service providers) cen use management groups defined in a single, external AD
{active directory) or NIS (network information service) to simplify managing user rabes on bengnt
units. Each BSP tenant may be a separete, extarnal company and may S & namo-senicse sich a8

AD or MIS,

With SMT management groups, the AD and NIS servars are set up and configured by the aamin in
the same way a5 ST local users, The adrmincan ask thelr AD or NIS administrator to create and
populata the group. The adimin then assigns an SMT role to the entire group. Any user within the
group whe logs in to the system is logged in with the role that is assigned to the group.

When users leave or join a tenant company, they can be remaved or added to the group by the AD
or NIS sdminigtrator. It is not recessary to modify the REAC configuration on a system when users
who are part of the group are sdded or removed.

Provisioning a Tenant Unit

Launching the configuration wizard begins the initial provisioning procedure for Secure
bultitenancy (SMT), During the procedure, the wizard creates and provisions a new Tenant Unit
based on Terant configuration requirements, Infermation is entered by the edministrator, as
prompted. Aftar completing the procedure, the administrator proceeds to the next set of tasks,
beginning with enabling Tenant Self-Service mode. Following the initial setup, manual procedures
and configuration modifications can be parformed as required.

Procedura

1. Start SMT.

{ smt enabls
EMT mpakled.

2. Verfy thet SMT is enabied,

i smt status
EMT is enabled.

3 Launch the SMT configuration wizard.

¥ mnt tenant-unit sestup
Ho Emnant—danits.

4, Fallow the configuratkan prompts.
SMT TENAHT=UHLT Configuraticn

Configure SMT TEEANT-IRIT at this time (yes|no) [na] @ yes
Do you want to create new Eepnanb=gnlr (pessno}? @ yes
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Tenant—unit Hame
Enter rtaanant=unit name to bDe cragtad
i EHT 5.7 tenant unit

Invalid tenant-unit nams,
Enter tenant-unit nang to be oreated
¢ OENT_5T_tenant_unie

Pending Tenant-unit Sattings
Creats Tenant-unit SNT 57 tenant unit

So o0 Wwant Te save these sattings [Save |Cancsl [Petoyl: save
SMT Tenant=unit Hamg Conflgukatiens saved.

SMT TEMANT-UNIT MANAGEMENT-IF Conflguration
Configure SWT TEHART-UNIT NANAGEMENT=IF at thi=z cime [yesinz] [nal: ves

Do yod want to add a lecal nansgement ip to this tenant=-unit? [yes|nol [naj: yau

port Enabled state DOHCP IP addresas netmask type additional
fprefix length =atling
eChMa yes' rupning no 187, 168.10.57 258.255.255.0 nfa
feB0:: BO0LEEE: Fud 9 FARD*Y (64
&bk38  yes  running dpwd 157,168, 10 X3ES 255.255,256.0*% n/fa
: fefl:: 2ol d8frTales GOEc* VB4
athdk wyea  ronning po 193, 16E.50.57 285.255.2565.0 ‘nfa
fefDi: F601ARE L Efelor a0fd** JE4
ethib yaa eepaLng no 193 1468.88.57 255:255.255.0 nfa

fall:: Z6014RFf: felf1 5183 JE4

T S i - e e - i - e L i

* Valae from DHOP
*+ auts generated IPvE addresa

Choose an ip from above table or enter a new ip address. New ip addrasses will need
to ha created manually.

Ip Address
Enter the local nanagemant ip address to be added to this tenant-unit
+-E92.L6B. 10057
0o you want to add a rescie management Lp to this tenant=unit? (yesinol [nol:
Pending Management=Llp S=ttings
Add Local Mznagensnt-ip I92. 16683057
O fou wapt Lo aave Lhese ssttings (3ave|Cancal |Rateyl: yes
unracagni zed input, axpecting snd af Save| Cancel |Bstry

Oo wou want to gave these sebtings (Save|Cancel |Retry): sawe
Local mahogement access ip *1%2,168.10.57% added o Cenent=unit “SMT_57 tenant unit".

SMT Tenant=-unit Hansgem=nt-IP Configurations saved,

SMT TEHANT-CWIT HANBGEMENT=IP Ceaflgucaticn
Oo wou want to add ansthes local mensgement ip too this tenapt-unit? {pasinol [nol:
Do you Wwant to add ancther remcte management Llp to this temant=-uonit? (yesfnol [nol:z

SMT TEHANT-UHIT DOBOOST Configuration
Canfiqure EMT TERANT-UNIT DDBOOST at this time: (wvealnal [na:

SHT TEMANT-UNIT MTREL Conflguration
Configqure. SMT TENANT=-UNIT MTREE at this tima {yesino) [nol: yes

Hame Pre=Comp [Ei8E| Status Tenant-Unit

- =

Jdata/cel lf lapiop backup 4846.2  ERO/RD =
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Fdatafcollfrandam 2346%.9 EO/RD =
Fdatafeollisoftwared 20031.7 ROSRD -
Fdatasesll/tamé Te3T04 .9 EO/RD 7
o : Deleted

| : Cuota Defined

RO 1 Bead Cmly

W i B=ad Writs

RO ¢ Beplication Dastination

BLGE : Betentlon-Lock Governance Enabled

BLGD : Betentipn-Lock Goverpance Disabled

ELCE i Betention—Lock Coppliance Enabled

D you Wwant ©o assign an existing HTrea to this tensnt=-cnit? (yeaslnal [nols
Bo you want to creake & mteee foF thls temant-unit now? [yesing) [npf: yes

HTrese Hame
Enter MTres name
t  EMT 57 temant unit
Inralid mtree path npame,
Entar MTres namas

)
SMT_57 _tepant_unit

Invalid mtres poth nams.
Entar MTrae nama
¢ fdavaleoll/SHT BT taenant unit

MTree Soft-guota
Entar the gquaks gsoft=-limit to ba set on this MTrees (<n> [Mil | GER|TLR | PLE] [ nena)

MTree Hard-Quota : e
Enter the guota hard=limic to be gt on this MTree (<n> [(MiB|GiB|TiB|PiB) | nona)

Pending MTree Settings

Create MTres Jdata/coll JEMT 5T tepnant onit
MTIree Scft Limit nans
MTpae Haed Limit nona

U0 you want to save these ssttinga (Bave|Cancel |Retry): save

MTree “/date/call/SMT 57 tenast UnlL" created successfully.

MTras "/data/cell/5NT 57 tenant unit? assigned to tenant-umit TEMT_537_tenant unit".
SMT Tenant-unit MTres Configqurations saved.

EMT TEMEMT-UNIT MTREE Configuraticn

Hame Pre-Comp [G1iB) Status Tenant=-Unit
Jdarafesllflaptop backup 4945.3 ROJRD !
fdatafcoll/reandom 23469, 5 B RE -
Jdataleollfealftwaral 20037 ROSRD 31
JdatalcollfE=nE Te3704.5% BOSRE i
o i Deleced

=] | Quota Defined

il : Raad Only

W i Bead Write

D H Hepllt&llﬂﬂ Destination

ALGE | Bektention-Lock Governance Enabled

RALED : Batantion-Lock Governance Dasabled

BLCE : EBecenticn=Lock Compliance Enabled
Do you wWant to assign Ancther MIree Co This TERanC-unict®. [yes|nay [no] i yas

Eo you want to assign an existing MToee to this fenant=-umnit? [yesinol [nol:
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0o you want to Sreste snother mtres far thid lenant-ornitd lyaslne]l (Aol :
SUT TEHANT=UNIT SELF-SERVICE Configucraticon

Configure SHT TENANT-UNIT SELF=SERVICE at this tima (ywsalnol [nols yes
felf-service of this temant-unit is disabled

Do you Want to enable self-service of this tenant-unlt? (yés|no) [no}: yes
Do you want to configure & mardgemsnt user for thlsg tecsnt-unit? (yea|na) [na):

Do you Want to configqure a managessnt group for this tensnt-unit (yes|no! [nol: YEs

Hanagement-Group Hame

Enter the group name te he assigned to this tenanb-iunit
I BNT_5T tepant_unit group

What role de you want to assign to thia Gredup (Lepant=ussr)tenant—-admin] [Cedant=vsar] :
Canant-adnln

Management-Group Type
tht type do you want Lo asslgn to this group [nislactive—directory)?

: mis

Pending Self-Service Settings

Enghle Salf-Barvica EHT 57 tenant unib
Aasign Management-group  SNT 57_t=nant unit group
Hanagement-qroup rale tanant—adnin
Hanagement—group type nis

Do you want to save these aebtings (Save|Cancel (Retcy): save
Tenant  self=service anabled Tor r.an.unt.-unlt "EHT 5T tenabt opit™
Hanagenznt group "SMT 57 tenant enit gropp® with type "nia” is assigned to teanant-amit
"EMT 57 tenant_upit” 38 "tenant=adnin”,
SNT Tenmant=init Self-Service Cenfigurations saved.
SHT TEHANT-UNIT SELE=SERVICE fonfiguration
Lo you want to configurs another management usef [of This tanant-unit? [pesincl [nol:

Do wou want to conflgurs another management groug for this tensnt-snit? (vesinel [nol:

SHT TEHANT=UHIT ALERT Configuraclon

Conflgure SMT TENANT-UMIT RLERT at this clme (yes|nol fnol: yves
B0 notification lists.

hlext Configuration

hlert Group Hame

Specliy alert notify=list group nane to be created
i SMT 57 benant unie notdfy

flert email addiesses
Enter enail address to recelve alert for this Eepant=gnit
t dd progervdenc,com

Lo you want to-add more enzila (yesino)?
! 0o

Pending AlgET BatClings
Create Hotify=list group SMT 57 tenant uonit netify
Bdd enails dd prossrvEemc. com

Do Fou vant Co Sdve Chese setblngs [SaveiCapcel |Eetry) i sawve

Creatad notification liot "5SMT 57 fanant anit noclfy® for tenant “EMT 57 benant umlt®,
Bdded emails to notification 1Tat "SHT 57 temant unit notlefyn.
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5MT Tenmant-upnit Alert Configurations =aved.

configuration conplets,

Enabling Tenant Self-Service mode

For administrative seperation of duties and delegation of administrative/managemant tasks to
implement Tenant Salf-Service, which is required for control path izolation, the system
administrator can anable this moda on a Tenant Unit and then essign users to manage the unit in
the roles of tenant-sdmin or tenant-ugser. These roles allow users other then the administrator to
parfiarm specific tasks on the Tenant Unit to which they are agsigned. In addition to administrative
geparation, Tenant Self-Service moda helps reduce the managarment burden on internal |T and
servica providar staff.

Proceduns

1. Wiew Tenant Seif-Service mode status for one or all Tenant Uniws.
4 smt tenant-unit option show { tenamé-uni: | all §
2. Enabkle Tarnant Saif-Sarsca moade on the selected Tenant Unit.

# smt tenant-opnit option set teoant-unit salf-sacvicoe [ enabled |
disabled |

Data access by protocol

Secure dats paths, with protocaol-specific access controls, anable security and Isclation for Terant
Limits. In a Secure Multiterancy (SMT) environment. data scoess protocol manegement commands
are also enhanced with & Tenant Unit paremeter to enable consolidated reporting.

DD systems support multiple deta access protocols simultanecusly, including DD Boast, MNFS,
CIFS, and DD VTL. A DD system can presant itsalf ag an application-specific interface, such as a
file gerver offering NFES or CIFS sccess over the Ethernet, a DD VTL device, or a 0D Boost device

The native eccess control machanisms of each supported protocol ensure that the data paths for
each Tenart remain separate and isolated. Such machanisms INclude access contral ists (ACLE]
for CIFS, exports for NFS, DD Boost cradentials, and Multl-LUiser Boost creceniial-eware BoCESS
coatrol.

Multi-User DD Boost and Storage Units in SMT

When using Multi-User DD Boost with Secure Multi-Tenancy (SMT]), user permissions are 5ot by
Srorage Unit ownership,

Adeti-Lisar DO Boazt roters to the use of multiple DD Boost user credentials for 0D Boost Access
Cantral, In which each user hias 8 separate username and password

& Storage Unitis an MTree configured for the DD Boost protocol, & user can be associated with,
ar “own,” one ar more Starage Units. Storage Units that are owned by one user cannot be owned
by anather user, Only the user owning the Storege Unit can access the Storage Unit for any type
of data spoosss. such as backupsrestore, The number of DO Boost user names cannot excesd the
maximum number of MTrees. (See the "MTrees™ chapter in this book for the currant masimiem
mumber of MTrees for each model.) Sterage Linits that are associated with SMT must have the
ronme role that s assigned to them,

Each backup apglication must authenticate using its DD Boost username and password. After
authentication, 0D Boost verifies the authenticated credentials to confirm ownership of the
Storage Urit. The beckup application s grented access to the Storage Unit only if the user
cradentials that are presented by the backup application match the user names associated with
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the Storage Lnit. If user credantials and user names do not match, the job fails with a permission
arror,

Configuring access for CIFS

Commaon Internet File System (CIFS) is a file-sharing protacel for remote file sccese. In s Secure
Multitenancy (SMT) configuration, backup and restores require cllent access to the CIFS shares
residing in the MTree of the associated Tenant Linit. Data isclation |s schieved using CIFS shares
end CIFS ACLs.

Proceadurs
1. Create an MTree for CIFS and assign the MTree to the tenant unit.
£ mtreaa sreate mires-path tenant-onlt tensnt-undt
2. Bet capacity soft and hard quotes for the MTres.

i otros create miree-path tesant-unit tenant-unit] [quota=soft-limit
A[EB[GLiE | TLB|PiB} | [quota-kard-lisit n [MiB|GiB|TiB|EPiA)

3. Create a CIFS share for pathname from the MTrea.
H pifs ahare create share path pathrane clients clisnts

Configuring NFS access

NFS is 8 UNIX-based, file-sharing protocal for remote file access. In 8 Secure Multitenancy (SMT)
environrment, backup end restores require client access to the NFS exports residing in the MTree
of the associated Tenant Uinit. Deta iscfation is achieved using MFS exports and network isolation,
MWFS determines if &n MTree is associated with a network-solated Tenant Unit. If 2o, NFS varites
the connection properties associated with the Tenant Uinit. Connection properties include the
destination |P address and interfece or client hostname.

Procedure
1. Create an MTres for NFS and assign the MTree to the tenant unit.
i mtran create mires-path tenant-unit tanant-opnif
2, S0t copacity soft and hard quotas for the MTree,

i mtras create stres-path tenant-unit cenant-unif] [guata-soft-limit
A{Mil|GiBITiBIPLB] ] [gueta-hard-lisdit n [(Mib|GiB|TiB|PiB)

3. Create an MFS export by adding ong or more clients to the MTrae,
£ nfe add path client-Iist

Configuring access for DD VTL

DD VTL Tenant gate isolation s achieved using DR VTL sccess groups that create a virtual access
path bvaeen a host system and the DD VTL, (The physicel Fibre Channel connestion bebwesn tha
host system and DD VTL mast already exist.)

Placing tapes in the DD VWTL allews thern to be wiitten to, and read by, the backup applicetion on
the host system, DD VTL tapes are created In a DD VTL pool, which is an MTree. Because DD VTL
poals are MTraes, the pools can be essignad to Tenant Units. This association enables SMT
monitaring and reporting.

Faor example, if a terant-admin is assigred a Tenant Linit that contains a DD VTL poal, the tenant-
admin can run MTree commands o display read-only infarmation. Commands can run anly on the
BDWVTL pool assigned to the Tenant Unit.

These commands include:
= mires |lat toview e istof MTreas in the Tenant Unit
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s mires show compression toview statistics on MTres compression
# mirea show performance to view stetistice on parformance

Qutput from most 11 =& end show commands include statistics that enable service providers 1o
measura space usage and calculate chargeback fees.

D0 VTL operations are uraffected and continue to function normally.

Using DD VTL NDMP TapeServer

DO WTL Tenant data isolation |5 also achieved using NDMP. DD OF implements a NOMP {Metwork
Data Management Protocal) tape server thet sllows NDMP-capable systems to sand backup data
to the DD system via & three-wey NDMP backup.

The backup data is written to virtual tapes {which ara ina poal) by a 0D YTL assigned to the
spacial OO VTL group TapeServer

Because thi backup deta |8 written o tapes in & paol, information in the DD VTL topic regarding

M Trees alao applies to the DO MOMP TapeServar,

Data management operations

Becure Multitenancy (SWT) manegemant oparstions include monitoring Tenart Units and othar
objects, such as Storage Units and MTrees. For some SMT objocts, additonal configuration or
medification may also be requirad,

Collecting performance statistics

Each MTrea can be measured for parformance or “usaga”™ statistics and other real-time
information. Historical consumption rates are evailabla for DD Boost Storage Units, Command
putput kets the tenant-admin collect usage statistics and compression ratios for an MTree
gssociated with a Tenant Unit, or for all MTrees and asseciated Tenant Units, Output may be
filterad to display usage in Intervals ranging from minutes to months. Results are passed to the
aministrator, who uses the statistics as a chargeback metric. A similar mathod is used 1o gather
ysage statistics and compression ratios for Storage Units,

Procedure
1. Coblect MTres roal-time performance statistics.

i metcaa show otata

2, Collect parformance statistics for MTrees ssscciated with & Tenant Unit.
# mtras show parformanos

5. Collect compression statistics for MTrees associeted with a Tenant Unit,
A mtrea show conpoessicn

Modifying quotas

Te mest QoS criterls, &8 aystermn administretor uses DD OS5 "knobs” to adjust the sattings required
by the Tenant configuration. For example, the sdministrator can set “soft” and “hard” quota limits
on DD Boost Storage Units, Stream "soft” and “herd” quota limits can be allocated anly o DD
Boost Storage Units assigned to Terant Units. After the administrator eets the guotas, the tenant-
admin cam monttar one of all Tenant Urits to ensure no single object exceads ite allocated guotas
and deprives others of system resources.
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About this task

Buotas are set Initlally when prompted by the configuration wizard, but they can be adjusted or
modified later. The example below shows how to madify quotas for DD Boost. (You can alse use
quota capaclty end guota streans to desl with capacity and stream gquotas and limits.)

Procadure
1. To modify soft and hard quota limits on DD Boost Storage Unit “su33™

dedbocat storage-unit medify suld quota-soft-limit 10 Gib gquota-hard-limit
20 &b

2. Tomodity stream soft and hard limits on DD Boost Storage Unit "su33™:

ddbonat stecsge-unit modify suld weite-stream-soft-limde 20 ssad-stresm-
saft-limit § ropl -stream-soft-limit 20 combined-stream-sofi-limit 290

4. Toreport physical size for DD Boost Storage Unit “su33":
ddboest storage-unit modify su3d3 report-physical-size § GiB

SMT and replication

In case of disaster, user rcles dictate how a user can assist in data recovery cperations. Several
repicetion types are available in an SMT configuration. (See the D0 Replicator chapter for more
detail on how to perform replcetion,}

Here are soma points to consider regerding user robes:
*  The edmin can recover MTrees from a replcated copy.

*  The tenant-admin can replicate MTrees from ens system to another, using DD Boost managed
file replication.

*  The tenant-admin can recover MTrees from & replicated copy, also by using DD Boost
rmanaged file repication.

Collection replication
Collection replication replicates core Tenant Unit configuration information,
Secure replication over public internet

To protect against man-in-the-middia (MITM) attacks when replicating over a public internet
connection, authentication includes validating 551 certificate-redated information at the replication
source and destination.

MTree replication (NFS/CIFS)

MTree replication Is supported on MTrees assigned to Tenant Units, During MTree replication, an
MTree assigned to a Tenant Unit on one system can be replicated to an MTree assigned 1o &
Tenant Unit on another system. MTree replication s not allowed between two different Tenants on
the two DD systems. When security mode is set to strict, MTres replication |5 allowed only whan
the MTrees belomg to same Tenants,

For backward compatibility, MTree replication from an MTree assigned to 2 Tenant Unit to an
unassigned MTres [s supported, but must be configured manually, Manual corfiguration ensures
the destination MTree has the correct settings for the Tenant Unit. Corwersely, MTroe replication
from an unassigned MTree toan MTree assigned to a Tenant Unit is also supported.

Whan satting up SMT-aware MTree replication, security made defines how much chacking is done
an the Tenant. The defawt mode checks that the source snd deatination do not baleng to difforent
Temants, The strer mode makes suro tho source and destination balong to the same Tenant.
Therefure, when you use strict mode, yau must create a Tonant an the destination maching with
this same LILID as the UUID of the Tenent on the scurce maching that is assaciated with the

WM Tree being replicated,
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DD Boost managed file replication (also with DD Boost AIR)

O Beost managed file reglication ks supported betwean Storege Units, regerdless of whathar cna
Etorage Unit, or both, are assigned to Tensnt Linits.

During DD Boost menaged fie replication, Storage Uinits are not replicated in total. Instead, certain
filees within o Storage Unit ane selected by the backup application far repfication, The files selacted
in 8 Storage Unit and assigned to @ Tenant Unit on ona systam cen be replicated 1o a Stworage Linit

esgigned to e Terant Linit on another system.

For beckward compatibility, selected files ina Storage Uinit assigned to a Tenant Unit can be
repiiceted to an unassigned Storage Unit, Conversely, selected files in an unassigned Storage Unit
can be replicated to a Storage Unit assigned to 8 Tenant Unit.

DD Boost managed file replication can algo be used in DD Boost AIR deployments.
Replication control for GoS

&n upper limdt on replication throughput {cepl-in} can be specified far an MTree. Since MTrees
for each tenart are assigned to a Tenant Unit, each tenant's replication resource usage can be
capped by apgiying these limits. The relation of this feature to SMT is that MTree Replication g
subject to this throughgut limit,

SMT Tenant alerts

& DD system gonoratos sventswhen it ancounters potential problems with softwara or hardwarne.
Whan an event iz generated, an aisrt notification is sent immediately via email to membars
designated in the notification list and to the system administrator.

SMT alerts are specific to each Tenant Unit and ditfer from DD system alerts. When Tenant Self-
Service mode (s enabled, the tenant-admin can choose 1o receive alerts about the various system
ajects hie or ghe Is associated with and any critical events, Such as an unexpected system
shutdown. & tenant-admin may only view or modify notification lists vo which he or she ks
assocated.

The example below shows a sample slert. Notice that the two event messages at the bottom of
the notification ere specific to a Multi-Tenant environment (indicated by the word "Tenant™). For
the entire fiat of DD OS5 and SMT alerts, see the D5 05 WE Guick Reference Guwdeor the SNMP
MIB.

EVT=ENVIRONNERT=0002]1 - Dascription: The system has been ahurdown Dy abnormal
nethed: for examsle, not by cne of the followingy 1) Via IEMI chassis contiral
command ] Vie power butten 3) Wia 05 shuccown.

Rcticnt This alert is expected sftar loss of AC (main power] event, IF this
shuotdown is not expected and persistce, contact your contracted support provider
or visit ns online at ketps://my.datadomain.cem.

Tanant descriptisn: The syster has espsplensed &n ohnaxpacted power loss and has
restartad,

Tenant action: Thls alert 1s generated when Che system restarts albter a power
loss. If chiszs alert sepeats, contact your Systen Adminlakbestor.
Managing snapshots

& srapshotis ¥ read-only copy of an MTree captured &t & specific point in time. A snapshot can be
used for many things, for example, as e restore point in case of & system malfunction, The required
role for using smapshot s admin or tenant-admin.

To view smapahot information for an MTree or a Tenant Linit:;
¥ snapshot list mtree mtres-path | tenant-unit tenant-unit

Te view s snapehat schedule for 2n MTree or a Tenant Unit:
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¥ snapshot schedule show [name | mireas mtres-listmtreo=list | teamAnt-unis
Eafant=oni ]

Performing a file system Fast Copy

A Fast Copy operation clones files and directory trees of a source directory to o target directary

on a DD system. There are speciel cireumstancas regarding Fast Copy with Secure Multitenancy
{SMT).

Here are some considerations when performing & file system Fast Copy with Tenant Self-Service
mece enabied:

* A venant-admin can Fast Copy fies from one Tenant Linit to another when the tenant-admin i
the tenant-admin for both Tenant Units, and the two Tenant Uinits belong to the same Tenant.

= Atenant-admin can Fast Copy files within the same Tenant Unit.
* Atenant-admin can Fast Copy files within the Tenant Units at source and destinatian.

To parform a file syatem Fast Copy:
# filesys fastoopy source <arck destinstion <desst>
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CHAPTER 18
Cloud Tier

This chapter includes

Configuring clowd units...
Data movement, ... ..o

Displeying capacity consumption charts for Clowd Tier ..o
Using the CLI ‘t-IJ TEmOVE Ehu:l Trlr
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Cloud Tier

Cloud Tier overview

Clowd Tier is o native feature of DD 03 6.0 (or later) for moving data from the active tler to low-
coat, high-capacity object storage in the public, private, or hybrid cloud for long-term retention.
Cloud Tier s best suited for long-term storage of infrequently sccessed data that is being held for
complisnca, regulstory, and governance reasons. The ideal dats for Cloud Tier is dota that s past
its normal recovery window,

Cloud Tier is managed using a single protection system namespace. There is no separate cloud
gatewsy or virtual appliance required. Data movemant is supparted by the native policy
management framework. Conceptually, the cloud storage is treated as an additional storage tier
(Cloud Tier) attached to the system, and dats is moved between thers as needed. File system
metadeta sseociated with the data stored in the cloud is mainteined in local storage, and also
mirrored 1o the cloud. The metedata that resides in local storage facilitetes operations such as
deduplication, cleaning, Fast Copy. end replication. This local storage is divided into selif-contaimd
buckets, called cloud units, for ease of manageability.

Supported platforms

Cloud Tier is supported on physical platforms that have the necessary memory, CPU, and storage
Connectivity to accommodate anctiner storage tier.

Cloud Tier ks supperted on these systams:
Table 196 Cloud Tier supparted configurations

Modal Memary Cloud Regquired number | Supported Humber of Required
CApSCity of S48 /D disk shalf ES30 capacity for
mnules typas for shalves, metadata
mirtadata EZ40 storage
storage shehves, or
DEE0 disk
packs
required
DO3300 4 TE |16 GB BTH MFA e I Ml 111 TE virtuail
disk =1TB
DOAS00 B TR |48 GH BT NA& A, NS 22178
wirtial dishs =
2TB
DOOE300 16 4B 38 32 TH WA MR MSa 2x1T8H
& virtual disks =
278
DOA500 32 64 GH &1 TE NFA MNAA NS 42178
TB virtual disks =
4TH
DEA00 182 a8 SFETH 2 DS60 or ES30 | 2 MHxd TEH
HODs = 120
TE
DOsand 288 GB 576 TE 2 D580, ESeD, |2 x4 TBE
or ES308 HODs = 130
TE
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Tabla 196 Cloud Ther suppartad configuraticne (continuad)

Modal Memory Cloud Regquired number | Bupperted Mumbaer of Raguired
capacity af SAS [/0 disk shalf ES30 capaaity for
modules typas for shalves, métadata
matadata ES40 storage
storage shehmes, or
D560 disk
packs
requrired
Co9300 134 GB 1404 TB 2 D560 or ES20 (4 B0x4TH
HODs = 240
TB
Cosa00 576 GB 1536 TB 2 DEs0, EG40, |4 EBOxd TE
or ES30# HDDs = 240
TH
DOasa0 512 GB T2ETE 4 D560 or ES3D | & TEx4TH
HODs = 300
TH
b2 i) 68 GR A0%6 TE 4 DSe0er ES30 15 ExaTh
HODg = 300
TH
DOon0 HE2 GB M6 TE 2 DSED, ES40, |5 TaxdTH
or ES30° HOOg = 300
TH
OOVE 18 TH 32 G 2 T8 Bl LR WA 1= 600 GB
wirtual disk =
500 GRb
COVEB4ATE [EOGH 128 TH MAA MNAA MR 12500 GE
wirtual disk =
500 GE"
DOVESBETE |(BDGH \ATE Ly M4 Fald A 1=500GH
wirtual disk =
BOO GB*

=@

E530 shotves are only supported after a controler upgrads from an clder system madel,

Tha minimurm retadats sive i & hard lmit Del EMC receenmends that you start with 1 TE far matadata storaga and

g in 1 TB increments. The OOVE instafnnon ang ddrminfsrranon Guide provides mare detaits about wiing Cloud
Tier with DOVE,

@
@

e

Tiar.
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Cloud Tier

Mate: Cloud Tier is not supported on any system that is not listed and i configured with
Colection Repication,

Mata: Tha Claud Thar feature may eonsume 8l avallable bandwidth i a shared WAN Enk,
pepocially in 8 low bandwidth configuration (1 Gbpe), and this may impact other applications
sharing the WAN fink, if there are shared applications on the WAN, the use of QoS or ather
netwerk limiting is recommonded to avold congestion and ensure conaistent parformance over

If bandwidth is constrained, the rate of deta movemnent will ba slow and you will not bae able to
move as much date to the cloud, It is best to use a dedicated link for data going to the Cloud
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{I} Mote: Do not send traffic over anboard mansgement netwaork interface controlers [ethiis
intarfaces).

Cloud Tier performance

The system uses internal optimizations to maximize Cloud Tier performance.
Cloud sesding

The current migration engine 1o cloud is filed based and an efficlent de-duplication optimized
engine is used for identitying and migrating ondy unique segmaents to cloud. This file based
migration engine's efficiency s high whan migrating higher generation data to Cloud Tier, which
already has some data to de-duplicate against. However, when Cloud Tier Is empty or nearly
EMpty, there is no data to de-duplicate against. Thare ks an overhead of compute cycles that are
invested in deduplication. With seeding-based migration, the dededuplication filtering is mantained
on active tier storege and only unigue data is migrated in bulk 1o Cloud Tler. Iy cloud seeding, the
engine migrates the content from local storage to cloud storage without processing it for
deduplication. When cloud seeding is active, files that are marked for migretion to clowd storage
are not cleaned (L.e. space is not freed-up) &s part of the active tier file system cleaning until the
migration of all identified files by seeding is complete. Active tier storage must be sized to account
far this in emvirgnments where large amounts of date are migrated to cloud storage. If the Cloud
Tier storage is less than five percent full and has post-comp data usage of 30 TiB {or more), as
S0enin filesys ahow space command, the system sutometically uses cloud seeding whean
migreting data 1o cloud storage.

After five percent of the Cloud Tier capacity is consumed, cloud seeding automatically deactivates,
Diata is then processed for deduplcation before migration to cloud storage.

Here are additional points to consider when using Seeding migration:
= Migration is supported in Seeding made only when:
»  Active tier postcomp used size Is 30 TIB or move as reported in filesys show space oautput,

* Active tier is less than 70% full, when migration starts es reported in filesys show space
output.
()| Note: While in seeding mode, If Active Tier usage during & migration cycle exceeds
90%, migration is halted and restarted in regular Filecopy mode.
= Migration in seeding mode is suto-suspended by cleaning on sctive tler, for the entire duratian

of the active tier clesning. Once cleaning completes, seeding resuemeas automatically and
restarts the migration to cloud,

= Migration in seeding mode auto-suspends if a cloud UNAVAIL event is received on the cloud-
unit (cloud-unit is reported as "disconnected") ta which it is mégrating, and only resumes ance
the cloud-unit & available reports as active.

#  Cleaning cannot start on a cloud-unit that is the destination of an in-progress migration
oparaticn in Seading mode.

(T} |Maote: In twa cloud-unit systems, to force cleaning to start on a second cloud-unit which Is
not baing seeded, suspand migration in seeding mode using the dat a=movemant
sSuapend command and runthe = loud clean stact commend onthe second cloud-
umnit,

= Probabilistic File Verification in cloud does not run against cloud-units on which seeding mode
Frilgration i N progress, even if it is the default policy,

= |If cleaning is in progress on Active Tier or Clowd Tigr and scheduled data movement starts in
ssading mode, the deta movement operation suspends for the duration of the cleaning sctivity.

= Migration in sesding moda does not migrate files from MTreas which are replication
destingtiong, even it the Tiles are eligible for migration, Fies from these replication destination
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MTrees are migrated with the Filecopy engire once migration in seading mode from all eligible
MTree is complate.

Seeding mode migration suspends physical capacity reporting for the duration of the migratson
BCTivity.

Migration in Seeding mode Iz only supported on all clowd erabled systems and configurations
that have more than 80 Gb of RAM. Seeding based migration is dsabled by default for DD VEs,

Large object size

Cloud Teer uses object sizes of 1 MB or 4 ME [depending on the cloud storage provider) to reduce
the metedate overhead, and lower the number of objects to migrate to cloud starage.

Configuring Cloud Tier

To configure Cloud Tier, add the license and enclosures, set & system passphrase, end create a file
system with support for data movement o the cloud,

For Clowd Tier, the cloud capacity ficenss is required.

To license Cloud Ther, rafer to the applicable DD OF Relpase Notes for the most up-to-date
information on product features, software updates, software compatibility guides, and
information about protection products, licensing, and service.

To sat a system passphrase, use the Adminfstration » Access » Administrator Access tab.
If the eystem passphrese is not set, the Set Passphrase button appears |n the Passphrese
aree. If 8 system passphrase s configured, the Change Passphrase button appears. and your
only aption is to change the peasphrase.

To create a file system, use the File System Create Wizerd,

Configuring storage for Cloud Tier

Choud Ther storage ks required for the DD systemn to support claud-unite The Clewd Tier holds the
metadatn for the migrated files, while the sctusl data resides in the clowd.

Bafore you bagin
Thie fibe eystem muet be disabled to configers Cloud Tiar,
Procedurs

1. Select Data Management » File System and click Disable (at the battom of the screen) to
disable the file system.,

2, Select Hardware » Storage.
3. In the Overview tab, axpand Cloud Tier.
4. Click Configure.
The Configure Cloud Tier dialog box is displeyed,
5. Select the checkbox for the shelf to be added from the Addable Storage section,

S CauTion DD3300 systems require the use of 1 TB storage devices for Cloud Tier
metadata storage.

6. Click the Add to Ther button,
7. Click Save to add the storage.
B. Select Data Management = File Systam and cick Enable Cloud Tier.

To eneble the cloud ter, you must meet the storage requiremant for the licensed capacity.
Configure the cloud tier of the file systam. Click Nest,
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A cloud file system requires a kecel store for & local copy of the cloud metedata.

9. Click Enabla.
The cloud tier is enabled with the designatad storage.
10, Click DK

You must creste cloud units separately, after the file system |5 enabled,
11, Salect Enable file system.

Cleanable Space Estimation

The Cleanable Space Estimation tool assesses the amount of space that cen be reclaimed on the
Active Tier when the data-movement process migrates eligible files 1o the cloud and GC cleans the
file system,

This tool can work with or without 8 cloud lcense prasent.

Whan there is no active CLOUDTIER-CAPACITY license, manually provide the age-threshald ta
use to sssess total cleanable space on the ective tier. If there is both an age-threshold and there s
4 palicy sat on MTreas, tha prefarence is given to the ueer provided age-thrashaold,

There are three workflows:

* A gystem with cloud migration policies set: Files are ientified as "eligible™ based on the policy
st on the respective MTrees and calculates the clearable space.

* A systern with cloud migration policles set but with a user provided age-threshold: Files are
identified based an the user given age-threshald, overriding the system policies.

* Asystemn with no cloud: Mandatory requirement for user to provide an age-threshold which
would be used to determine total clesnsble space.

Some additional polrts to consider:

= Data-movement cannct run in paraliel with the dats-movement eligibility-check process.
« Cleaning on Active Tier cannot be started If the eligibility-check is running.

e The eligibility-check cannot start if cleaning on the Active Tier is running.

= Cleaning on Clowd Tier cannot be started if the elighility -check Is running.

*  The eligibility-check cennot stert if cleaning on the Cloud Tier & running.

= |f en UMAVAIL evant is recaived, it should not heve any impact on the elighility-chack
operation.

= IT the file system stops or crashes, eligibility-check stops and does not auto-resume onca file
ByEbem comes back up again,

M |I'~«Iutn~: Thera is no provigion for initiating the eligiility-check from DD Systerm Manager.

Configuring cloud units

The cloud tier congists of 8 maxirnurm of two cloud units, and each cloud unit is mapped to a clowd
provider, anabling multiple cloud providers per protection system. The system must be connactad
to the cloud and have an account with a supported coud provider.

Configuring cloud units includes these steps:

=  Configuring the network, including firewall and proxy settings
s |mporting CA certificates

s Adding cloud units
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Firewall and proxy settings
Hetwork firewall ports

+  Part 441 (HTTPE) and/or Port B0 (HTTP) must be open to the cloud providar netwerks for
bath the endpaint IP end the provider suthentication IP for bi-directional traffic.
For example, for Amazon 53, both s3-ap-southeast-1.amazonaws.com and 83 amazonaws.com
muet have port B0 and/or port 443 unblocked and set to allow bi-directional [P traffic.

(T) | Note: Several public cloud providers use IP ranges for thelr endpaint &nd suthentication
addresses, In this situation, the IF renges used by the provider need to be unblocked to
accommaodate potential IP changes.

» Remote cloud provider destination |P and acocess authentication P address ranges must be
allowad through the firawall

+  For ECS privete cloud, local ECS authentication and web storage (33) access IP ranges and
ports 9020 (HTTP) and 3021 (HTTPS) must be allowed through kocal firewalls.
mim;rta: ECE private cloud load balancer IF access and port rdes must also be configured.

Proxy settings

I there are &ny existing proxy settings that cause data above a certain size 1o De rejected, those
gettings must be changed to allow object sizes up to 4.BME,

If customer traffic is being rowted through a proxy, the eelf-signed/CA-signed proxy certificata
must be imported. See "Importing Ch cartificates" for details.

OpanSSL cipher suites

+  Ciphers - ECDHE-RSA-AES266-5HAIB4, AES256-GCM-SHATES

* TLS Version: 1.2

E}|mu-: Default eommunbcation with all clood providers is inftiated with strong ciphar

Supported protocols
s HTTP
e HTTPS

@

Mote: Default communication with all public cloud prowiders occurs on sacure HT TP (HTTPS).
bat you can overwrite the default setting to uss HTTF.

Importing CA certificates

Before you can add cloud units for Alibabe, Amezon Web Services 33 (AWS), Azwure, Elastic Cloud
Storage (ECS), and Google Clowd Provider (GCP). you must import CA certificotes,

Bafors you begin

For AWS and Azure public clowd providers, root CA certificates can be downloaded from https://
www . digicert.com/digicert-root-cortificatos htm.

# For an AWS cloud provider, download the Baltimora CyberTrust Root certificate,
# For an Azure clowd prowvider, download the Battimore CyberTruet Root certificate.

= For ECS, the root certificate authority varies by customer,
Implementing cloud storage on ECS reguites a boed balencer, If an HTTPS endpoint i used as
an endpoint in the configuration, be sure toimport the root CA certificate. Contact your load
balancer provider for detaila,
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= For an 33 Flaxible provider, import the root CA certificate. Contact your S3 Flexitle provider
for detalls.

If your downloaded certificate has a .crt extension, it ig llkely that it will need to be converted to &
PEM-ancoded certificate. If so, use OpenSSL to convert the file from .crt format to pem (for
example, openss]l %509 -inform der —-in Balt imoreCyberTristRoot . ort —our
BaltimoreCyberTrustRooT . per),

= For Allbaba:

1. Download the GlobalSign Root R certificate fram hittps:/ fsupport globalaign. cams
customer‘portal/articles 142660 2-globalsign-root-cartificates

2 Convert the downloaded certificate to a PEM-encoded format. The OpenSSL command for
this conversion is: cpenssl x50% -inform der -in <rool Sert.crt> —out

<ropt CErL.pem>,
3. Impart the certificate to the system.
= For GCP;

1. Download the GlobalSign Root R2 certificate from httpe://support.globalsign.com/
customer/ partal/articles/ 1426602 -globalsign-root-certificates.

4. Convert the downloadad certificate to a PEM-encoded format. The OpenS5L commend fer
thiz converelon 82 cpanosl 509 =inform der —in <=oft cart.orts —oub
{!’ﬁ'-'[_fﬂ.‘.':.!:-'&i'll:"..

3. Import the certificate to the system.
Procedure
1. Select Data Management = File System > Cloud Units,
2. Inthe tool bar, click Manage Certificates,
The Manage Certificates for Cloud dislog is displayed.
3. Click Add.
4. Belect cne of these options:

# | want to upload the certificate as a .pem file,
Browsa to and sslect the cartificate file,

= | want to copy and paste the certificats tast.
= Copy the contents of the .pem file to vour copy buffer,
» [Fazte the buffier into the dialog,
5. Click Add.

Adding a cloud unit for Elastic Cloud Storage (ECS)
About this tosk

& protection system or DDVE instance requires a close time synchronization with the ECS syvstem
to configure & DD cloyd unit, Condiguring NTP on the protection system or DDVE instance, and the
ECS system addresses this [ssue.

Procedurs

1. Select Data Management > File System > Cloud Units.
2. Click Add.

The Add Cloud Unit diabog box appears.
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3, Enter a name for this closd unit. Only alphanumeric cheracters are allowead,

The remaining fields in the Add Cloud Unit dialog pertain te the cloud provider account.
For Cloud provider, select EMC Elastic Cloud Storage (ECS) from the fist,

Erter the provider Access key as pessword text,

Enter the provider Secret key 55 password text.

Ertar tha providar Endpaint in this formet: heep: / /cip/hostname> <porct>, If you are
using a secures andpaint, Use hetss nstoad.

{jj| Mota: Implemanting cloud storage on ECS requiras a load balancar,

=~ @ ;s

By default, ECS runs the 53 protocol on port 3020 for HTTP and 9021 for HTTPS. With a
load balancer, theee ports ere sometimes remapped to B0 for HTTP and 443 far HTTPS,
respectively. Chack with your network administrator for the correct ports.

B. If an HTTP prosy sarver is required to get around a firewall for this provider, click Configure
for HTTP Proxy Server,

Enter the prosy heatrame, port, wser, and passward,

(7) | Note: There is an optional step to run the cloud provider verify toal before adding the
eloud unit. This tool performs pre-check tests to enswre that a8 requirements ang met
before to adding the ectusl clowud umit,

8. Clisk Add.

The Fite System maln window displays summary information for the new cloud wnit as wall 2
centrol for enabling and disabling the cloud unit.

Adding a cloud unit for Alibaba

About this task

Reglons are configured at bucket level instead of cbject level, Therefore, all objects conteined in &
bucket are gtored in the same region. A region is specified when & bucket is created, and cannot be
changed once it |s croated,

Tahiam 198 Alibaba regicns

Rughans Location Fegion Mams

Kairiland China regiors China East 1 (Hengzhou) cas-cn-hangzhou
China East 2 (Shanghal) caz-tr-shanghai
China Merth 1 {Glingdan) os5-cn-gingdao
China North 2 (Beilirg) cas-cov-Laifing

Ching Merth 3 (zhangjiakoy) | pss-cn-zhangjiakou
China Narth % (hubehaote) css-Cn-huhabaote
China South 1{Shenzhen) fss-an-shenzhan

international Regions Huorig Kong css-n-honghong
U5 West 1 [Sikcon WVailay) aER-L5-west-1
US East 1 (Mirginda) cBa-Us-gast-1
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Table 196 Albaba ragions (continued)

Regions Location Fegion Name

Agiz Pacific SE 1(Singapore) | oss-ap-southesst-1
Bais Pacific 5 2 {Sydnay) Agi-ap-southesst-2

Asia Pacitic SE 5 (Kuala 055-ap-southesst-3
Lumpur)

Asia Pacific SE 5 (Jakarta) O85-ap-southaast-5
Bsig Pacific NE1 (Takya) CsE-ap-northeast -]
Bigia PocHlic SO (Mumbal] | oss-ap-south-1

EU Central 1 (Frankfurt) oss-u-cantred-1
Middle Esst 1 (Dubai) oa3-me-easi-1

The Alibaba Cloud user credentials must have permissions to create and delete buckets and to add,
modify, and delete fies within the buckets they create. AlvunOSSFullAccess is prafarred, but
these are the minmum reguirements;

* ListBuckets
«  GetBucket
»  PutBuchat
=  DeleteBucket
+ GetObject
«  PutObject
= [DesgteObject
Procedura
1. Select Data Managemant > File System = Cloud Units.
2. Click Add.
The Add Cloud Unlt dislog is displayed.
3, Entera name for this cioud unit. Only alphanumeric characters are allowed.
The remedning tields in the Add Cloud Unit dialog pertin 1o the clowd provider account,
4, For Cloud provider, select Alibaba Cloud from the drop-down list.
5. Belect Standerd or |A from the Storage class drop-down list.
6. Select the region from the Storage ragion drop-down list,
¥, Enter the provider Access key as password text,
8, Enter the provider Secret key a5 password Text.
9. Ensure that port 443 (HTTPS) is not blocked in firewalla. Communication with the Alibaba
cloud provider occurs on port 443,
10, if an HTTP prosy server is required to get sround a firewsll for this provider, click Configura

far HTTP Proxy Servar,
Enter the prosy hostname, port, user, and password,
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()| Note: There is an optionel step to run the cloud provider verify tool before adding the
clowd unit, This tool performs pre-check tests to ensure thet 8 requirements are met

before to edding the actual cloud unit.

1N Click Add.

The fiie system maln window now displays summary information for the new cloud unit as
wedl a controf for enabling and disabling the loud unit.

Adding a cloud unit for Amazon Web Services S3

AWSE offers & range of storage classes. The Shwd Prowiders Comparbiity AMatri, avallable from

http://compatibilityguide.eme.com:B0E0/ CompGuidefpp provides up-to-date information about
the supported storpge clanses,

About this task
For enhanced security, the Cloud Tier festure uses Signature Version 4 for all AWS roouests.

Signature Version 4 signing is enabled by default.

The following endpoints are used by the AWS cloud provider, depending on storage class and
region, Be sure that DMS (s able to resolve these hostnames before configuring cloud units.

{D |Nnt&: The China region is not supportad.

@

&5 0MAZONaWSs. COmm
sa-us-west-1.amazonaws.com
E3-Us-west-2. amazonaws.com

3 -au-wiost- 1. AMEZonEWE.Com
gi-gp-northeast-1.amazonaws.com
s3-ap-southeast-1.amazonaws.com
So-Bp-southeast-2 amezonaws com
s3-sa-0est-1.aMaEronaws.com
ap-geuth-1

ap-northeast-2

eu-central-1

= CreateBucket

= ListBucket

* DeleteBucket

= LatAllMyBuckats
= GetObject

*  PutDbjact

* DeleteObject

Procedure
1. Select Dats Managemeant > File System > Cloud Units.

Mote: The AWS user credentials must have permissions to ereste and delete buckats and to
add, modify, and delets files within the buckets they create. S3FullAccess is preferred, but
these are the minimum requiremanta:
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n.

Click Add,

The Add Cloud Uinit dialog is displayed.

Enter a rame for this cloud unit. Only alphanumeric charactors are allowed,

The remeining fields in the Add Cloud Unét dialog pertain te the cloud provider account.
For Cloud provider, select Amazon Web Services S3 from the drop-down list.

Select the storage class from the drop-down ligt,

Select the eppropriate Storage reglon from the drop-down list.

Enter the provider Access key as password text.

Entar the provider Secret key as password taxt,

Ensure that port 443 (HTTPS) is not blocked in firewalls. Communication with the AWS
choud provider ocours an port 443,

IFan HTTF proxy server is required to get eround & firewall for this provider, click Configure
for HTTP Proxy Server,

Enter the prosy hostname, port, user, and password,

{E:l Mote: There ia an optianal step to run the cloud provider verity tool before adding the
cloud unit. This tool performs pre-check tests to ensure that all requirements are mat
before te adding the actual cloud undt.

Click Add.

Tha file system main window now displays summary infarmation for the new cloud urit as
well & control far enabling and disabling the cloud unit,

Adding a cloud unit for Azure

Microsoft Azure offers a range of storage sccount types. The Cloud Prowviders Campatibifty Aatrix,
available from http://compatibilityguide.emc.com:B080/CompGuideApp/ provides up-to-date
infarmation ebout the supparted storage classes.

About this task

The followsng endpaints are used by the Azure cloud provider, depending on storage class and
regicn, Be sure that DNS is sble to resclve these hestnames before configuring cloud units.

= cacegurtt-names blob.corewindows.net
{I}|Nn‘tn’- Do not include the domain blob. core. windews net as part of the account name.

452

The account name = cbtalned from the Azure cloud provider console,
Procadura

2.

Select Data Managemant - File System = Cloud Units.

Chick aAdd,

The Agdd Clowd Unit dialeg is displaved.

Ertar 4 name for this cloud unit. Only alphenumeric characters are allowed.

Tha remaning fields in the Add Cloud Unit distog pertain to the cloud provider acoount.
For Cloud provider, select Microsoft Azure Storage from the drop-down list.

For Account type, selact Government or Public.

Select the storage class from the drop-down list.
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Eriter the provider Account name.

E. Enter the provider Primary key as passwiord taxt.
9. Enter th provider Secondary key 58 password text,

10.

12

Ensure that port 443 (HTTPS) is not blocked in firewslls. Communication with the Azure
choud provider occurs on port 443,

If am HTTP prosy sarver is required to get around a firowall for this provider, click Configure
foar HTTP Proxy Sarver,

Enter the proxy hostrame, port, user, and password.,

(1) | Mote: There is an optional step to ren the cloud provider verity tool bafore adding the
cloud unit. This tool performs pre-check tests to ensure that all reguirements are met
betore to adding the sctusl cloud unit.

Click Add.

The file systarm maln window now displays summary information for the new cloud unit g8
wall a control for enabling and disabling the cloud unit,

Adding a cloud unit for Google Cloud Provider

About this task
The following tables list the Cloud Storage locations avallable for storing data.
Table 197 Mult-reglonol ncations

Multl-reglonal narme Multi-reglonal description

Asia Dieta centers in Asia

s Data centers in the Lnimed States

EL Data centars in the European Unicn

Table ¥9E Regicnal lecatiang

Regionl laeatians Lacation Region nama

Morth America northamarica-northesst | haniréal
wg-cantrali lowa
ug-gasti South Caraling
g -sastd Martharn Yinginia
g -wimst] Cregon

South Americe southamerica-gast] S&o Pauln

Eurocpe europe-narth Firdand
surope-wastl Belgium
Burope-wagtd Lomsdan
BuropE-wast3 Frankfurt
Burope-wastd Notheriands
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Table 188 Regicnal locatians (cantimeed)

Regional locations Location egion nama

Asli asla-gastl Talwan
Bsla-northesst Takyo
asla-south’ Bumial
asle-southeast Singapora

Australia australis-southeast] Sydnay

The Google Clowd Provider user credentials must have permisslons to creste and delete buckets
and to add, modify, and delete files within the buckets they create. These are the minimum

requiraments:
+  LiatBucket
* PutBucket
=  GetBucket
*  DeleteBuckat
& GotObject
= PutDbject
* DeleteObject
(D) | Mote:
Choud Tier only supports Nearling and is selected automatically during setup.
Procedurs

-~ @ ooa

10,

Select Deta Manasgement = Flle System > Cloud Units.
Click add,
The Add Clowd Unft dialeg is displayed.

Emter 8 name for this cloud unit. Only alphenumerlc cheraciers are allowed.

The remaning fields in the Add Cloud Unit dialog pertain to the cloud provider aceount.
For Cloud provider, select Google Cloud Storage from the drop-down list,

Entar the provider Access key Bz pessword Text,

Enter the provider Secret key as password text.

Storage class is s2t as Nearline by default.

If & mudti-regional iocation is selected (Asf, EU or LIS), then the storege cless and the
location congtraint is Mearling Multi-regional. A8 other regicnal locations have the storage
class sat pa Mesrline Reglonal,

Select the Region,

Ensure that part 443 (HTTPS) is not blocked in firawalls, Communication with Google Cloud
Provider ocours on port 443,

If an HTTF proogy server is required to get around g firewsall for this provider, click Configure
for HTTP Proxy Sarver,

Enter the proxy hostnams, port, user, and pessword,
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{T)|Mote: There Iz an optional step to run the cloud provider verify tool before adding the
cloud unit. This tool performs pre-check tests to ensure that all requirements are met
before to adding the actual cloud unit.

Click Add.

Thie fila system main window now displays summary information for the new cloud unit as
wall & control for enabling and disabling the chud unit.

Adding an 53 Flexible provider cloud unit

The Cloud Tier faaturs supports additonal qualified 53 choud providers under an 55 Flexible
provider configuration option,

About this task

The 53 Flexiole provider option supports the standanrd and standard-inTreguent -eccess slorage
cigsses, The endpoints will vary depending on chowd provider, storege cless and region. Be sure
that ONS is able to resolve these hostnames before configuring cloud units.

Procedurs

a8
2

10.

N

1L

Select Data Managoment = Fils System > Cloud Unite.

Click Add.

The Add Cloud Unit dislog Is displayed,

Enter a name for this clowd unit. Only alphanumeric characters are allowed.

Thr resmaining Tiehds in the Add Clowd Unit dialeg pertain to the cloud provicer account.

Faor Cloud provider, selact Flexible Cloud Tier Provider Framework for 33 from the drop-
down list.

Enter the provider Access key &85 password text,
Enter thi provider Secret key as password test,

. Epacify the appropriate Storage region.

Enter the provider Endpeint in this format: heep: //<ip/hostnanes: <port>. If you are
using a sacure endpaint, Use heeps instead.

For Storage class, select tha appropriate storage class from the drop-down list.

Engure that port 443 (HTTPS) is not blocked in firewells, Communication with the 53 clouwd
provider ocours on port 443,

If an HTTP proxy server |s required to get around a firewall for this provider, click Configure
for HTTP Proxy Server.

Enter the proxy hogtname, port, user, and passweord.,

{i)| Note: There is an optional step to run the cloud provider verify tool before edding the
clowd urnit, This tool performs pre-check tests to ensure that afl requiremants are met
before to adding the sctual clowd enit.

Click #dd.

Tha File System man window now displeys summery Information for the new cloud unit as
well 8 control for erabling and disebling the cloud unit,
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Medifying a cloud unit or cloud profile
About this task
Maodify cloud unit credentials, an 53 Flexible provider name, or details of a cloud profile.

Modifying cloud unit credentials
Procedure

1.
4

Select Data Management » File System » Cloud Units.
Chick the pencil icon for the cloud unit whose credentials you want to modify.

The Modify Cioud Unit dialeg is displayed.

3. For Account name, enter the new account name,

B

For Access key, enter the new provider access key as password text,
{g| Mote: Modifying the scoess key is not supported for ECS environments.

For Secret key, enter the new provider secret key a5 password text,
For Primary key. entar the new provider primary key as password text,

{'E}|1"-Int-. Modifying the primary key is only supported for Azure environments.

If an HTTF proxy server is required to get around a firewall for this provider, click Configure
for HTTP Proxy Server.

Chick DK

Modifying an 53 Flexible provider name
Procedure

Select Data Management = Flla System = Cloud Units.

Click the pencil icon for the 53 Flexible cloud unit whose name you want to modify.
The Modify Cloud Uinit dislog is displeyed.

For 33 Provider Mame, enter the new provider name.

4. Click OK

Using tha CLI to modify a cloud profile
Procadurs

1

Runthe cloud profile nodify command to modify the details of & cloud profile, The
system prompts you to madify individual detalls of the cloud profile,

For AWS 53, or Azure profiles, run this command to add a storage class to an exlating cloud
profila.

The profie details that can be modified depend on the cloud provider:

#  Alibabe Cloud suppaorts modification of the access key, and secret key.

+  AWS 53 supports modification of the access key, and secret kay,

#  Arure supports madification of the access key, secret key, and primary key.
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« ECS supports modificetion of the secret kay.
# 53 Flaxible supports modification of the acoess key, secret key, and provider name.

Deleting a cloud unit

This operation results in the loss of all deta in the cloud unit selected for deletion. Be sure to deletes
all fites before deleting the clowd writs.
Befora vou begin

# Chechk If data movement to the cloud is running (CLI command; data-movement status). If i s,
stop data movement using the "data-movement stop” CLI command.

s Check if choud cleaning is running for this cioud unit [CLI command: cloud clean status). I it is,
stop cloud cleaning using the “cloud clean™ CLI command.

s Check if a data movement policy is configurad for this cloud urit (CLI commeand: data-
movement palicy shaw). If it is, remowve this policy using the “data-movement policy reset” CLI
command.

Procedure

1

B.

Use the following CLI command to identify files in the cloud unit.
# filosys repart genarata fila-lssatisn

Daelate the files thet are in the cloud unit to be deleted.,
Use the following CLI command to nun cloud cleaning.

# sleoud claan start onic-names

Wait for cleaning to completa. The cleaning may take time depending on how much data is
prasant in tha cloud unit.

Disabde the file system,
Usa the following CLI command to delete the cloud unit.

¥ olovd unit dal umdd-FAEHS

Interrally, this marke the cloud unit 2 DELETE_PENDIMG,

Use the following CLI cormmand to valiidate that the cloud unit is in the DELETE_PENDING
stata.

# cloud onit list

Erable the file system.

Thie file system initistes the procedure in the background to delete any remaining objects
from the buckets in the coud far this eloud unit and then delate the buchats, This process
con take a long time, depending on how many objects were remaining in these buckets. Urtil
the bucket cleanup completas, this cloud unit continues ta consume a slot on the protection
gystem, which may prevent creation of a new cloud unit if both siste are oocupbed.

Feriodically check the stete using this CLI command:
¥ clowd unit list

The state remaina DELETE_PENDING while the background cleanup is running.

Verify from the cloud provider 3.3 portal that all correspanding buckets have been deleted
and the sssociated spece has been freed up.
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10. If needed, reconfigure data movemeant policles for atfected MTrees and restart data
movament.

Results
It you have difficulty completing this procedure, contact Support.

Data movement

Data s moved from the sctive tier 1o the cloud tier as specified by your individual data movement
policy. Tha policy |s set on & per-MTree basis, Data movement can be initiated misnually ar
autormatically using a schedule,

Adding data movement policies to MTrees

A file is moved from the Active 1o the Cloud Tier based on the date it was last modified. For data
integrity, the entire file is moved at this time. The Data Mowement Foticy establishes the file age
threshold, age range, and the destination.

About this task
{D|lhtﬁ: & data movernent policy cannot be configured for the backup MTree.

Procadure

Seloct Data Management = MTree,

Im tha tap panal, select the MTres ta which you want to add & data movement policy,
Click the Summary tab,

Under Data Movemnent Palicy chck Add,

Fuor File Age in Days, sst the file age threshold (Older than) and optionally, the age range
{Younger than].

{T) | Mote: The minimum number of days for Older than is 14, For nonintegrated backup
eppiications, files moved to the cloud tier cannot be sccessed directly and nead to be
racalied to the active tier belore wou can access them. So, choosa the age thrashald
value 48 appropriate to minimize or gvald the need to sccess a fite moved to the clowd
mar.

WO e

m

&, For Destinatlon, specify the destination clowd unit,
T, Chck Add,

Moving data manually

You can start and stop data movement manually. Any MTree that has a valid data movemnent palicy
has s files moved.

Procedure
1. Sebect Data Management = File Systam,
2. At the bottom of the page, click Show Status of Flle System Services.
These status items are disployed:
= File System
= Physical Capacity Measurement
* [ata Movement
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= Acthea Tier Claaning

L. For Deta Movement, click Start.

Moving data automatically

¥ou can move data automatically, using & schedule and a throttle. Schedules can be dally, weekly,
ar manthiy.

Procedura
1. Select Data Management » Flle System » Settings.

2, Click the Data Movement talb.
3. Setthe throttle and scheduls,

(T} |Mote: The throttle is for adjusting resources for internal system processes; it does not
affect network bandwidth.

{D Mote: |f o cloud wit is inaccessisle when cloud tier date movement runs, the cloud wnit
is skipped in that run. Dete movemeant on that cloud unit occurs in the next run if the
cloud unit becomes avellable. The data movemsent schedube determines the durathon
betwean twao runs, I the cloud unit Becomes ayveilsble end you cannot wait for the next
Etﬂﬂ-ﬂulﬂ PR, WoU Can STt deta movemeant manually.

Recalling a file from the Cloud Tier

For nonintegrated backup applications, you must recall the data to the active tier bafare you can
restore the data. Backup edministrators must trigger a recall or backup applications must perform
a recall before doud-based backups can be restored, Once a file is recalled, its aging is resat and
gtartz again from O, and the file is efigible based on the age poficy set. A file can be recalled on the
seme MTrae only. Integrated applications can restare a file directly.

About this task
@ir-lu'hu; In an MTree replication context, the file is read-only on the destination MTree.
{T) | Mote: If & file resides onfy in & snapshet, It cannot be recalled directly. To recall a filein a

snapshot, Use fastoopy 1o copy the file from the snapshot beck to the active MTree, then
rgcall the file from the cdoud, & file can only be recalled from the cloud to an active MTree.

Procedure

1. Select Data Management > Flle System > Summary.

2. Do one of the following:
* In the Clowd Tier section of the Space Usage panel, click Recall.
»  Ewpand the Flle System etatus panal at the bottom of the screen and click Recall.

@|Hut¢: Thia Recall link = avallable onty if 8 cloud unit is created and has data,

3. Inthe Recall File from Cloud dialeg, enter the exact file name (no wildcards) and full path of
tha file to be recalled, for example: /data/coll/mell/file1. cxt, Click Recsll,

4, Tocheck the status of the recall, do one of the follawing:
# I the Cloud Tier section of the Space Usage panel, click Detalls.
# Expand the File Systam status panel at the bottom of the screen and click Details.

Tha Cloud File Recall Details dialog Is displayed, showing the file path, cloud provider, recall
progress, and emount of data trensferred. If there are unrecoverable errars during the recell,
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an error message g displayed. Hover the cursor over the error message to display a tood tip
Wwith fore detads end possible corrective actions.

Results

Once the file has been recalied to the active tier, you can restore the data

(i) | Mote: For nonintegrated applications. once a file has been recalled from the cloud tier ta the
active tier, a minimum of 14 days must elapse before the file is sligible for deta movement.
Aftar 14 days. normal dats mevament processing will occur for the fle, The file now has to wait
the age-thraghold or age-range ta move back to the cloud as this time the ptime will be
examined rather than the mtime. This restriction does not apply to integrated applications,

(i) | Mote: For data-mavemant, nenintegrated applications configure an age-besed data movement
palicy on the protection system to specify which files get migrated to the cloud tier, and this
policy applies uniformly to all files in an MTree. Integrated applications uee an application-
managed data movemant policy, which lete you Idertify spacific fles to be migrated to the
cloud ther.

Using the CLI to recall a file from the cloud tier

For nanintegrated backup applcations, you must recall the deta to the active tier before you can
restora tha data. Beckup administrators must trigger a recall or backup spplications must perform
& recall bofore cloud-based backups can be restored, Once a file Is recalled, its aging is reset and
will etart again fraom O, and the file will be eligible based an the age policy set. A fie can be recalled
on the source MTrea only. Integreted applications can recall & fila directly.

About this task

(i) Mate: If a file resides only in & snapshot, it cannot be recalled directly. To recall a file in &
snapahot, use fastcopy 1o copy the file from the snapshot back to the active MTres, then
recall the file from the clowd, & file can only be recalled from the cloud 10 an actve MTree.

Procadure

1. Check the location of the file using:
[llesys report generate Cile-lgecation |[path |<pach-name> | all}j]
[output={1le <filenamas|

The pathnama can ba a file or directory; if it is a directary, all files in the directary ere listed.

Fllanana Locatlion

fdatafeoll/fmtll ffilel ., ut Cload Onik 1

2. Recall the file using:
data—-mavament recall path <path—-name>

This command is asynchronous, and it sterts the mecall.

data-movement recall Path Jdara’sollfmell ffilel  txk
Recall atarted for "/datascoll/mtlis/filel . txt".

J. Maonitor the statws of the recall using
data-movemsnt status [path {pathnswes | all quand runming |
[conpleted] [failed]] to-tlef sioud alij

data-mevement status path Sdatafcell/mbll/filel.txt

Cata-movement racall:

Data-movenment far “/Sdata/coll/mtll/filal.txt*: phage 2 of 3 |(Verlfying]|

B4 complete: time: phase WM:MLiXM tobtal MH:XM:XX

Copled (post=comp): KX ¥¥, |[pre=comp] XX RX
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If the status shows that the recall 1zn't runring for a glven path, the recall may have
firdsheed, or It may have failad,

4. Varify the location of the Tile using
filesys report generata file-lgcation [path (<path=nams> | &ll}]
[output-£ile <filensmes]
Filenama Locatian

i e o e o

FdatafecalkfmellfFilal .Ext Nokive

Results

Once the file hes been recalled to the active tier, you can restore the data,
(1) |Mete: For nonintegrated applications, once & file has been recalled from the cloud tier to the
sctive ther, & minimum of 14 days must elapse before the file is eligible for data movemant.

After 4 daya, normal deta movement processing will occur for the file. This restriction does
not apply tointegrated applications.

{i} Mote: For dete-movement, nonintegrated applications configure an age-based data movement
policy on the protection system to apecify which files get migrated to the clowud tier, and this
poticy epplles uniformly toall files in an MTres. Integrated spplications use an spplication-

manzoed data movemeant policy, which lets vou kdentity speciTic Tiles 1o be migrated 1o the
cloud tiar,

Direct restore from the cloud tier

Direct restore lets nonintegrated applications reed files directly from the cloud tier without going
thircugh thes activie ter.

Key considerations in choosing to use direct restore inchude;

= Direct rastore does not require an integrited application and is trensparent for nonimegrated
applications.

* Reading from the cloud tier does not require copying first into the active ther.

s Histograms and statistics are available for tracking direct reads from the cloud tier.
= [irect rastore & supported anly for ECS cloud providers.

s Applicatiens do exportenca cloud tier latency.

=  Reading directly from the clowd tier s not bandwidth optimized.

= Direct restore supports 8 small number of jobs.

Direct restore |s useful with nonintegrated applications that do not need to knaw about the cloud
tier and wean't nead to restore cloud files frequanthy,

Using the CLI to configure Cloud Tier

¥ou can use the CLI to configure Cloud Tier.
FPracadurs

1, Configure storege for both active and cloud ter. As & preregquisive, the appropriate capacity
llcenses for both the active and clowd tiers must be installed,

8, Engure licerses for the features CLOUDTIER-CAPACITY and CAPACITY-ACTIVE are
imstalled. To check the ELME license:;

¥ slicenss show

it the license is not installed, use the =l loense update command to Install the license,
Enter the command and peste the contents of the license file after this prompi. After
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pasting, ensura thers is a carriage return, than press Control-b to save, You are
prompted to replece licenses, and efter answaring yes. the licenses are applied and
dispigyed,

f elicenss update
Emter Che cohntent of license file and then press Control-B, or press
CoRTeEsl=C Lo cancel.

b, Display available storage:

¥ storage show all
¥ disk show state

c. Add storage 1o the active tiar:
§ storage add enclosurss <enclosure Do Lier active

d. Add storage to the cloud ther:
# storage add enclosures <enclosurs ne> tier cloud

Install certificatas,
Before you can create a cloud profile, you must install the assoctated certificates.

For AWS and Azure public cloud providers, root CA certificates can be downloeded from
https:/Awwa. digicert.comy/digicert-root-certificates hitm,

*  Foran AWS or Azure cloud provider, download the Baltimore CyberTrust Root
cartificate.,

» For Alibaba, Alineba downiogd the GlobalSign Root R1 certificate from hitps:.//
suppart.globatsign.com/customer./ portal/articles. 1426602-globalsign-rootcert|ficates.

* For ECS, the root certificate authority will vary by customar. Contact your load balancer
provider Far details.

Downleaded certificate files have a .crt extenalon. Use openssl on any Linux or Unix system
where it [z irstalled to convert the fie from .crt formet to .pem.

SJopenssl x50% -inform der -in DigiCertHighRssurancsEVBootCA. crt -out
DigiCertHighhssuranceBVReo tCh, pam

fopanssl =509 -inform der -in BaltimereCyberTrustBoot.crt —out
BaltimoreCyber TrostAoat . pas

§ adminaccess certificate import ca applicatisn cloud
Enter the certificate and then press Control-D, of press Conkrol-C to
cancel .

To configure the system Tor data-movernent to the cloud, you must first enable the “cloud”
feature and set the aystem pessphrese If It has not already been set,

# cloud enable
Cloug feature regolres thal pasaphrase be set on the system.
Enter new passphra=ze:
Fe—anter ned passphrase:
Fesgphrases matched.
The passphrase is set.
Enccyptilcon 1§ recommendsd on the cloud Tier.
Do you want to enable encryption? |yea|no}l [yeal:
Encryption feature ts emabled en the eloud tler,
Clood featurs le enabled,

Configure the cloud profile using the cloud provider credentials. The prompts and variables
vary by prowider,
# eloud prafila add Cfprafilanames
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{i} Mote: Far security reasons, this command does not display the scoess/secret keys you
BrILEr,

Salect the providar:

Enter provider name (alibabacloud|aws|azure|ecs|google|sd Flexible)
# Allbaba Cloud requires eccess key, secrat kay, storage class and ragion,

= AWS 353 requires sccess key, secret kay, storage class, and region,

¢ Azure requires sccount neme, whether or not the account is an Azure Governmeant
Bocount, primany key, secondary key, and storage class.

= ECEH reguires ontry of ascess key, socret ey and endpalnt.

» Google Cloud Platform requires access key, secret key, and region, (Storege cless s
Mearling. )

o 53 Flauible providers require the provider name, sccess kay, aecret key, region, endpoint,
and storage cless,

At the end of each profile addition you are asked If you want to set up a proxy, H you do,
these valuas are required: prosy hostname, proxy Dart, proxy username, Bnd proxy

DaEEwOrd,
Warify the cloud profile configuration:

¥ cloud profile abow

Create the active tler tile system if it is not already created:
# filesys coeats

Enable the fils system:
# Filasys anable

Configure the cloud unit:
# cloud anit add undtname profile profilenams

Use the =l ood unit 1ist command to list the clowd wnits.

Optionally, configure encryption for the cloud uni.

a, Werily that the EMCRYFTION licensze (& instelled:
# alicenae show

b, Enable encryption for the cloud wnit;

B Filamym snsryptisn anakls sloud=ppie el Fnass

c. Check encryption statuws;
# filesys snoryption status

Create ong or mora MTreas:
# mtroe create /data/coll/mtil

Verity the Clowd Tier configuration;

# sleud providas warify
This ocpe=rcation will perform test data movemesnl alfter creating & temporary praoflle and

bucket.

Do you want To continue? (yas|no) [yes):
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Enter provider namg jawslazure|ecsisi guneric): aws

Zntar The Adcess key:
Entar the secret hay:

Enter the region (us-east-l|us—wesi-l|ug-west=2|eu-west-1{apnortheast=1|ap~acutheast—1]a5-

southeast=2|

ﬂd‘Eﬂﬂt-i:lp-sﬂuih-liap-nDLLhEanL‘E|tu—ngn5ral—]?:

Verifying clogd provider .

This process nay take 2 few minutes.
Cloud Enablemant Check:

Checking Clowd [eature snabledi PASIED
Chasking Clooud wolumc: PRSSED

Conmecbivity Check:
Checking Eirewall access: PLSSED
Validating certiflcate PASSED

Account Validation:
Cresting temporary peofiler PRSSED
Cresting temporary bucket! PASSED

53 BPL Validation:

Validating Put Buckef: PRSSED
Yalidating List Bueckek: SASSED
Yalidating Fub Cbiect: PASSED
Validaring Get Chiect: BASEED
Walldaring List Dbject: PRSSED
Walidating Pelete Qhject: BRSSED
Validating Bulk Dalete: BRSEED

Cleaning Ip:
ODeleting temporary buockst: PASSED
Delating tesporary profile: FASSED

Frowdder vaerificatlion passod.

Lonfigure the file migration policy for this MTree. You can apecity multiple MTrees in this

a. Te configure the age-threshaold (migrating files older than the specified age to cloud):
# dsta-movemant policy set age-theeshseld age in days to-tisr aloud

b. Ta eanfigure the age-ranga (migrating only those files that are in the specified age-

¥ data-movement policy sat age-rangs min-age age in days max-age
lfl-_iﬂ_d-l,rl ta=-tiar slowd cleoud-unit ondtnams Btress @BEceanass

Expaort the file system, and from the clent, mount the file system and ingest dats into the
active tier. Change the modification date on the ingested files such that they now gquality for
deta migration. (Set the date to clder than the age-threshold value specified when

12,
command, The policy can be based on the age threshold or the range.
clovd-unit opnitnams mtress mtcesfames
remge):
13
configuring the data-rmovemant poliey.)
14.

Initiate file migration of the aged files. Again, you can specify multiple MTrees with this
command.

# data=movemant start mtroas EEroaname

To check the stebus of date-movemsani:
§# data-movement status

You can alao watch the progress of data-movemeant:
# data-movemant watoch
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Verity that file mégration worked and the files ane now in The cloud ther:
# filasys report generata fils—location path all

iOnce you have migrated a file to the clowd tier, you cannct directly resd from the file
(atternpting to do so results in an emor). The file cen only be recelled back to the active tier.
To recall a file to the acthve tier;

# duts

t racall path pathname

Configuring encryption for DD cloud units

Encryption can be enabled at three kevels: Sysvem, Active Tier, and choud unit. Encryption of the
Active Tier is only appiicable 1T encryption & enabled for the system. Cloud units have separste
controls for enabling encryption.

Procedurs

1.

b -

Seiect Data Management = File System = DD Encryption.

{I}|Nmu: If no encryption icense is present on the system, the Add Licerses page (s
displayed.

In the DO Encryption panel, do one of the following:

# Toenable encryption for Cloud Unit & cick Enable.

* Todisable encryption for Cloud Unit x, click Disable.

{El-|hhnt¢; Yous are prompted to enter security officer credentiale to anable ancryption,

Enter the security officer Username and Password. Optionally, check Restart file system
aw,

Click Enable or Disable, as appropriate.
In the File System Lock panal, lock of unlock the file systam,
In the Key Menagement panel, click Configure.

In the Change Key Manager dialog, configure security officer credentisls and the key
manager.

(1) |Note: Cloud encryption is allowed only through the Embedded Kay Manager. External
key managers are not supported.

Click OK.

Use the DD Encryption Keys pansl to configure encryption keys,

Information needed in the event of system loss

Once Cloud Tier is configured, record the following information about the system and store it in a
sofa location apart from the system. This information will be needed to recover the Cloud Tier data
bn case the system ke lost.

{T) |Mote: This process is designed for emergancy situations oaly and will invelve significant time
and effort from the Dell EMC angineering staff,

= Berlal numbsar of the criginal systam
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* System passphrase of the ariginal system
= DD OS version number of the original system
= Cloud Tier profile and configuration information

Using DD Replicator with Cloud Tier

Cofllection repfication is not supportad on systems with Cloud Tler enabilad,

Directory replication only works on the /backup MTree, and this MTree cannot be assigned to the
Cloud Ther. So, directory replication g not atfected by Cloud Tier.

Managed file replication and MTree replication are supported on Cloud Tier ensbled systems, One
or both systems can have Cloud Tier enabled. If the source system Is Cloud Tier erabled. data may
rised to be read from the cloud If the file was already migrated to the Cloud Tier. A replicated file is
always placed first in the Active Tier on the destination system even when Cloud Tier Is enabled. A
file can be recalled from the Cloud Tier back to the Active Tier on the source MTree only. Recall of
a file on the destination MTree is not allowed.

{7} | Mote: If the souree system is running DD 085 5.6 or 5.7 and replicating into a Cloud Tier
enabled system using MTree replication, the source system must be upgraded to a release that
can replicate to a Clowd Tier enebled system. Pleass see the D0 05 Ralesse Notes Systam
rEQUIrements.

{1} | Mate: Files in the Cloud Tier cannot be used as base files far virtual synthetic operations. The
meremental forever or synthetie full backups need to ensure that the files remain in the Active
Ther if they will ba used in virtual synthesis of new backups.

Using DD Virtual Tape Library (VTL) with Cloud Tier

Cn systems configured with Cloud Tier and 0D YTL. the cloud storage s supported for use as the
VTL vault, To use DD VTL tape out to clowd, license and configure the clowd storage first, and than
select it as the vau't location for the VTL.

00 VTL tope cut to cloud on page 342 provides additional information about using VTL with Cloud
Tier.

Displaying capacity consumption charts for Cloud Tier

Three charts are available for displaying Cloud Tier consumption statistics—Space Usage,
Conmsumption, and Daily Written.

Procedurs
1. Gelect Data Menagement » File System = Charts,
2. For Chart, select one of the following:
» Gpace Lsage
=  Consunption
#  Dally Written
3. For Seope, select Cloud Tier.

= The Spaca Usage Tab display's space usage over tima, in MiB. ¥ou can sefect a duration
(one week, ong month, three Months, ane year, or Al The data 5 presented (cokar-
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coded) as pre-compression used (blug), post-compresson wsed (red), and the
compression factor (graen).

& The Consumption Tab digplays the amount of post-compression storage used and tha
compression retio over time, which enables vou to analyze consumption trends, You can
select & duration (one week, one manth, three months, one year, of AT). The data (s
presantad (color-codad) as capecity (blue), post-compression used {red), compression
factor (greon), cleaning (orange) and data mowvemant (violet).

o The Dally Written Tab displays the amount of dsta written per dey. You can select a
duration [one week, omne month, three months, ana year, or All). The data i presented
{color-coded) as pre-compression written (blug), post-compression used (red], and the
total compression factor (grean),

Cloud Tier logs

If Cloud Ter suffers a faillure of any kind, in configuration or operation, the system automatically
crestes a folder with a timestamp that is associated with the time of tha failure,

Mount the /ddvze s 1o debog dirsston to access the logs.

(1) {Note: The cutput af the Log List view commend does not list ail the detalled log files that
gre created for the Cloud Tier failure.

Using the CLI to remove Cloud Tier

You can use tha CLI to remove the Cloud Tier configuration.
Before you begin

Celete all fibes in the clowd units before removing the Cloud Tier configuration fram the system.
Runthe filesys report generate flle-location path all output=file

r1le lac command toldentify the files in the cloud units, and delete them from the NFS mount
paints of the MTrees,

{E}|M|:|I:mThE::mnd above creates tha report file loc inthe /ddc/vac/ dingctory.

Frocedurs
1. Disable the file system,
L] leEE?E dizabkle

This action will digabla the file systom,

Applicaticons may experienca interruptlons
while the file system is disabled,
Are you sdure? (yes|no) [noli: yes

ak, procesding,
Pleasa walt..o.vanrrssnes
The EILEHFSIEN 18 now dleabled.

2, List the clowd units on the system,

# clood anit 1ist
Hamiz= Profile CEatua

cloud_unit=1 cloudPrafile Aetive
cloud vnit-2 cloudProfile? Active
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3. Delete the cdloud units indivichually,
¥ cloud unit del elowd wnit-1

Thia command lerevesably destroys all data
in the clowd onit "clood_unit=1%;
Are You sure? [yes|no) [noj: yas

ok, procssding.
Enter sysadmin passderd to confirm:

Destroying clood unit "clowd unit<1®
Cleud unit "eloud unit-1' daleted. The data in the cloud will be deleted asynchronously on
the filesystam starctup.

A choud unlt del clood unit—2

This command i:revocably destroys all data
im the clouwd unic "cloud unie=27.
Are you sure? [yealns] [malc yes

fk, procesding.
Enter syepadmin password to confirm:

Dastroyving alaid anit "clovd anit-2%
Cloud undt *cloud wnit-2* delsted. The data in the cloud will be delsted ssynchrenously on
the filesystam atartup,

4. Verify the delete operations are in progress.

¥ clood unie list

Hams Frofile Status

cloud ondt—1 cloudProfile Delete-Fanding
eload unik=2 cloudPrafile? Dalate=-Panding

mEme o ————

8. Restart the file system.

¥ filaays =nahle
B R T gt e e g T B
The filesyatem i= fow enahled.

6. Runthe cloud unit 1ist command to verify thet neither cloud unit appears.
Contact Support if one or both dloud units still disploy with the status Delets-FPending,

7. |dentify the disk enclosures that are assigned to Cloud Tier.

¥ =torage show tiar cloud

Clopd tier details:

oiak Disks Count Disk Additicnal
Group Shga Informaticno
dgk Sol=gvina s =S8, 2 4.6 Tig

Curcent cloud tiec sipe: 0.0 TiB
Clond tiar maximom capackty: 1080 Ti8

B. Remove the disk enclosures frem Cloud Tier.

f storege cepowve =nclosures 2, 3
'H'El.ﬂ-‘ul'inl: enclogure 2. ..Eaclasure 2 SI.'IECEEHEIJ.I].}I' renoved,

Dpdating system information. ..dones
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Euccessfuly removed: 2 daone
Benmoiring enclosurs 3. Bhclosure 3 succssafully pemewved,
Dpdatimg systen informaclon. ..dona

Fucsagufuly ranoved: 3 dens
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CHAPTER 19
DD Retention Lock
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DD Retention Lock overview

When data Is locked an an MTree that is enabled with DD Retention Lock, DD Retention Lock helps
ensure thet data integrity is maintained. Any data that is locked cannot be overwritben, modified,
or ceteted for g user-defined retention period of up to 70 years.

Thers are two 00 Retenton Lock editions:

* 00 Retention Lock Governance Edition retaing the functionality of DD Retention Lock prior to
DD 0s 5.2. You ean use DD Retention Lock Governance to define retention poficies on data
that is to be retained for & specific period of time to meset internal IT governance policies
implemented by the system administratos,

» [ Retention Lock Compliance Edition enables vou to meet the strictest data permanence
requirements of regulatory stendards, such as those of SEC 17a-4(1). The full et of regulstary
standards inchades:

= CFTC Rule 1.31b
= FDOA 21 CFR Part 11

&  Sarbanes-Codey Act
® [R3 98015 and 97-22

» |50 Standard T5489-1
* MoREGQZI0

For certification information, see Complance Assessments - Sumwmary and Conclusions = EMC
Data Domaln Retertion Lock Complignce Editian at https.// www._dellemc, com/en-uss
ingless htm. Login is required.

Complance with these standards enaures that files locked on a Data Domain or PowerProtect
system using 0D Retantion Lock Compliance Edition software cannot be altered or destroyed
before the retention period expires, DD Retention Lock Compliance Edition requires a security
officer for implementation of polcles. An audit log file is sccessible by the administrator ar
security officer.

Each edition requires & separate, add-on license, and either or both can be used on a single
systam.

The retantion-locking protocol ia the zame for both the DD Retention Lock Governance and
Compillance Editions. The differences in use stem from the syatem behevior for the DD Retention
Lock Compliance Edition, since it places strict restrictions to meet compliance requirementz. For
an overview, see the EMC Dars Dormadn Ratention Lock Soffware = 4 Detaied Review (8 white
paper) aveilable at httpe/ Awww dellemc.com/en-us/indasx. htm, Login is required

The DD Retention Logk Governance Edition does not require a security officer and provides &
higher degree of flexdbility for archive data retention,

For archive compliance storage requirements, SEC rules require that a separate copy of retontion-
locked data must ba storad with the same retantion requirements as the original. Retention-locked
files can be replicated using DD Replicator to another Data Domain or PowerProtect system. i a
retention-iocked file iz replicated, it remains retention locked on the destination system, with the
same level of protection as the source file.

DD Retantion Lock Governance Edition is supported for on-premises, clowd-based, and DD2300
DD VE instances, DD Retentlon Lock Compliance Edition is not supported for on-prem|ses, cloud-
besed, or DD3300 DD VE Instances.

The topica that follyw provide additional information en DD Retantion Lock.
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DD Retention Lock protocol

Oinly files that are explicitly committed to be retention-lecked fles are retention locked an the
protection system. Files are commitied to be retention-lecked files through clent-side file
commands [ssued while DD Retention Lock Governance or Compliance is enabled on the MTree
eentaining the filles.

{1}| Mote: Lirus, Unix, and Windews elient envirenments are supported.

Files that ara written to shares or exparts that are not committed to be reteined (even if DD
Ratention Lock Governance or Compllance is enabled on the MTree containing the files) can be
madifled or deleted at any time.

Ratention locking prevents any modification or deletion of files under retention from ocourming
dractly from CIFS shares or NFES exports during the retention period specified by & chent-side
atirme update command, Some archive applications and beckup applications can issue this
command wihen appropriately configured. Apphications or utilities that do rot issue this command
cannot lock files using DD Retantion Lock,

Retention-locked files are always protected from modfication end premature deletion, even if
retention locking is subsequently disabled or if the retenticr-lock license is no langer valid.

You cannct rerame or delete non-empty felders or directories within an MTres that is retantion-
leck enabled. However, you can renome or defete empty folders or directories and creste new
Q5.

The retention pericd of & retention-locked file can be extended (but not reduced) by updating the
file's atime.

For both DD Retention Lock Governance and Compliance, once the retention period for a file
expiras, the file can be delated wsing a client-gide command, script, or application. However, the
file eannet be modified even after the retention period for the file expires. Tha systam never
automatically deletes a file whan its ratention pariod expires,

DD Retention Lock flow

The ganeral flow of activities with DD Retantion Lock.

1. Enable MTrees for DD Retention Lock Governance or Complisnce retention locking wsing the
DD System Managoer or DD O3 commends issued from the syatem consale,

2. Commat files to be retenticn locked on the protection System using client-side commands
issued by an approprataly configured archiving o Beckup appdication, manuwslly, or via scripis,
.E”Muta: Wincows clients may need o download utility pregrams for DD OS5 compatibiity.

3. Optionally, extend fila retention timas using cliant-side commands.

4. Optlonally, defete files with expired retention perieds using client-sikde commands,

Automatic retention lock

The automatic retention leck functionality allows you to et automstic velues for the retention
period, and the ook delay (the time befare a file becomes locked) on & per MTree basls. The
autometic rerentkon lock settings epply to new flles created on the MTree after the retenticn loch
settings are configured. Existing files are not Impacted,

Set the automatic retention period to ensure that every new file crested on the MTree will be
autarmatically locked and retalned for the specified amount of time.

Spt the automatic lock delsy on the MTres to alow a period of time whare a new file can ba
maodified before it gets locked,

Automatic retention lock is subject 1o the followang limitaticns:
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Fetentian lock must be re-applied manually to any files reverted when autamatic retention lock
8 In usa.

MTree replication of an MTree with automatic retention lock ensbled to & system with an
earlier version of DD O3S that does not support sutomatic retention lock, results in the locked

tiles replicating to the target system as regular files.

In Automatic Retention Lﬂd'l:. far the files which are bE|!'I-g #‘lgﬂB:‘tid. tha ptreg retention=
Lok report gensrate command mey incorreetly rapart those files as locked as well
report an incorrect cookng aff pariod,

Supported data access protocols

DD Retention Lock |s compatible with industry-standard, MAS-besed Write-Once-Read-Many
{WORM) protocols, and integration is qualified with archive applications such as Symantec
Enterprise Vault, SourceOne, Cloud Tiering Appliance, or DiskXtender. Customers using backun
applications such 88 CommVault can also develop custom scripts to use DD Retention Lock.

The protocol support of DD Retention Lock is as follows:

474

NFS Is supparted with both DD Retention Lock Governance and Compliance.
CIFS Iz supperted with both 0D Retention Lock Governance and Complasce,

Automatic retention lock is supported on NFS and CIFS with both Retention Lock Governance
and Compliance.

DD VTL Is supported with DD Retention Lock Governence, but not with DD Retention Lock
Complience, Automatic retention leck is not supported on DD WTL.
Virtual tapes, here referred to &8 fapes, are represented as files on the file system.

' You can retention-lock one or more tapes using the vt 1 tape modify command,
decscribed in tha 05 085 Command Reference (Fuide
Themtree retentlion—-lock ravert pathcommard can be used to revert the
retention-locked state of tapes that are locked with the vel tape modi £y command.
After the tape is uniocked, updates can be made 1o it. The unlscked state will not be visible
via the DD System Manager or CLI until the DD VTL service ls disabled then enabled.
However, updates are applied te the unlocked tape. This capability is enly for the DD
Retention Lock Governance Edition.

®  The retention time Tor tapes can be displayed using the vil taze ahow command with
the ime=dlgplay cetention BI‘gI.JITI-BrIL

®  You can retenton-lock an individual tape using the DD System Manager.

DD Boost is supported with both DD Retention Lock Governance and Carmpliance, Automatic
rebertion ook is not supported on DD Bocat.

IF client-side scripts are used to retention-lock backup files or backup images. and if o backup
application (Weritas NetBackup. for exarmple) is also used on the system via DD Boost, be
gwrare that the backup epplcetion may not ehare the context of the cllent-side scripts. Thus,
when a backup application attempts to expire or delete files that were retention kocked via the
client-side scripts, space is not released on the Data Domain or PowerProtect system,

Dell EMC recommends that administretors change their retention period policy to align with
the retention lock thme. This appies to many of the bachkup applications that are integrated
with 0D Boost, including Veritas NetBackup, Veritas Backup Exec, and MNetWaorker,

Setting retention lock during data ingest to a DD BOOST file in DSF mode Iz not alowed, and
the client setting the RL recelves an error. Retention lock should be set after the data ingest is
complate.
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Setting retention lock during data ingest to a DD BOOST file in 03T mode, or to an MNFS file is
not sllowed and the cllent writing the data recetves error as soon a3 RL Is set. The partigl file
written before RL is set and committed to disk as & worm file,

Compliance mode on iDRAC

DDE300, DOS4900, and DOES00 systems require that complienca mode be enabled on IDRAC
before Retention Lock Compdanca can ba configured on tha system.

Mavigate to Administration > Compliance to view, and enable or disable IDRAC compliance
pccess for DDERO0, DD2400, and DDI0D systems.

The Enabled Administrators table displeys the IDRAC administrator users currantly enablod on
the PowerProtect system, and the amount of time those users will be afowed to access the

Hystem.

The IDRAC Users table displays the IDRAC users currently configured on the system, the role for
gach user, and whether access for that user Is enabled or disabled,

Create an iDRAC user account

Engble complisnce mode on iDRAC for DDE3D0, DO3400, and DDEE00 systems to use DD
Retention Lock Complisnce.

Bofore you bagin
This task is ondy for DDES00, DD2400, and DODBS00 systems.

Configura & security officer authorization policy on the aystem, and run the svaten
retantion=-lock zonfigure command to configure Retention Lock Complience Edition on the

systam,
PFrocedurns

1. Select Adminkstration = Complianca.
2. Click Enable Retention Lock Compliance.
(1) | Mote: This butten is only aveilabie if Retention Lock Compliance Edition has been
configured,

3. Specify the security officer credentials, and click Enable.
4. Create one or more IDRAC user accounis.

a. Im the Rale list bowx, salect Administrator (DHsablad) or Operatar (Enabled).

B. Im the Username field, specity 8 username for the IDRAC user acoount.

&, In the Password and Confirm Passward felds, specify 8 password for the IDRAC user
seEalunt.

d. Click Add User to add tha user.
@, Specfy detalls for another user eccount, or click Save to proceed,

Request PowerProtect access for iDRAC administrators

Reguest PowerProtect access for IDRAC edministrator users for DDBA00, DOS400, and DCESA0O
systema to use DD Retention Lock Compliance.

Befors you begin
This task is onky for DDES00, DOS400, and DDSY00 systems,
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Frocedure

Select Adminlstration » Compliance.

Select an IDRAC administrator from the iDRAC Users table,

Click Enable.

Specify the security officer credentials, and cick OK,

In the Duration fist box, select the amount of time to sllow eccess and click DK,

e e o

Extend PowerProtect access for iDRAC administrators

Extend PowerProtect access for IDRAC administrator users for DDGS00, DDS400, and DDSIO0
systems when access is required for 8 longer period of time.

Before you begin

This task iz only for DDES00, DDS400, and DOES00 systems.

Procadure

Setect Administration > Compliance.

Setect an IDRAC administrator from the Enablad Administrators table.

Click Enable and ssloct the duration from the st box,

Specify the sscurity officer credantials, and click Authorize,

In the Duration list box, select the amaunt of tima to allow access and click Save.
Click Yes st the confirmation prompt.

Disable PowerProtect access for iDRAC administrators

Disable PowerProtect access for IDRAC admindstrator users Tor DDE900, DOS00, end DDSUO0
gyarems when access s no longer required,

Before you begin

This tesk is only for DDE80C, DOS400, and DOIFCD systems.
Procedurs

Select Administration = Compliance.

Select an IDRAC administrator from the IDRAC Users tabis,
Click Disable.

Specity the security officer credantials, and click OK.

B o

Enabling DD Retention Lock on an MTree
Oniby files within DD Retention Lock Governance or Complience enabled MTrees can be retantion-
hoezkend,

MTrees enabled for DD Retention Lock Compliance cannot be convertad to D0 Retantion Lock
Governance MTrees and vice varsa,

The procedures that follow show haw to enable MTrees for either DD Retention Lock Governance
or 0 Retention Lock Complance,
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Enabling DD Retention Lock Governance on an MTree

fdd 8 DD Retention Lock Governance lcense to a syatem, and then enable DD Retantion Lock
Governance on one or more MTress

Procedure
1. Add the DD Retentlon Lock Governance licenss, If It is not listed under Feature Licensss.
a. Select Administration » Licenses
b In the Licenses ares click Add Licenses,
. In the Licensa Key taxt bax, type the license key.
G)lrium: Licensa kays are casa-insensitive. Include the hyphens when typing keys,

d. Chck Add,
2. Sebect an MTree for retention locking.
& Select Data Management > MTree.

b. Select the MTree you want o use for ratention lecking. You can also Crgate an ampty
M Tree and add Tkes 1o it lager.

3. Click the MTree Summary teb to display information for the selected MTree.
Seroll down to Retantion Lock area and click Edit to tha right of Retantion Lok,

Enable DD Retention Lock Govarnance on the MTree and changs the default minimum and
rmacximum ratention lock periods for the MTree, It required,

Porform the follmeing actions in the Modify Retention Lock dialog box:

8. Select Enabled to enabla DD Retantion Lock Governanca an the MTrea.
b. In the Use drop-down list, select Manual or Automatic,

= [Far manual retention lock, te ehange the minimum or mazimum retention period for
the MTres:

a, Type a number for the interval In the text box (for exemple, 5 or 14).

b, From the drop-down list, select an interval (minutes, hours, days, years).
(T} Mote: Specifying & minimum retention perlod of less than 12 hours, or a
misedimium retantlon perfod longer than 70 years, results inan erar.

* For automatic retention lock, to change the minimum, mesdmum, or sutometic
retention period, or the automatic lock defay for the kTree:

o, Type a mamber for th interval in the text box (Tor exemple, 50r 14},

b. From the drop-down fist, sedect an interval (minutes, hours, days, years).

(1) | Meote: Specifying & minimum retention pericd of less than 12 hours, a maximum
retantion persod longer than 70 years. an automatlc retamtion peried that does
not fall between the minimum and maximum values, or an automatic lock delay
less than § minutes or mare than 7 days results inoan arror,

{D Mote: 1T a fite Iz modified before the automatic lock delay has elapeed, the jock
delay time starts owar when the file modification is complete. For axampla, if
the lock delay is 120 minutes and the file is modified after B0 minutes, the jock
delay will start again ot 120 minutes after the file is modified.
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€. Click OK to save the sectings.

After you close the Modify Retention Lock dialog bow, which is updated MTree
information appears in the Retention Lock area,

&, Check retention lack information for the MTres.
Nate the foflowing retertion lock fislds:
= Top:

= The Status field indicates the read/write access for the MTres, the type of retantion
locking on the MTree, and whether retention locking is enabled or disebled.

= Baottom:
= The Status field indicates whather retention locking is enabled for the MTree.

= Tha Retantion Period flald indscates minimum and maximum retention perioda for the
MTrea. The retention peried that is specified for a file in the MTree must be equal to
or greator than the minimum retention period and equal 1o or less than the maximum
retantion pericd,

* The UUID field Is a unique identification number that is generated for the MTrae.

m Mote: To check retention lock configuration settings for any MTree, select the MTree in
the Mavigation Panel, then click the Summary tab.

Aftar you finish
Retention-lock fies in a retention-lock-enabled MTree.

Enabling DD Retention Lock Compliance on an MTree

Add a DD Retention Lock Compliance license to 8 System, seét up a system administrator and one
of more security officers, configure and enable the syatem to wse 0D Retentian Lock Compliance
software, and then enable DD Retention Lock Compliance on one or more MTrees.

About this task

Ensbling Retention Lock Compliance on a DDES00, DOS400, or DDES00 systam locks down the
IDRAC GUI and 58H interfaces, Do not use the iDRAC interfaces to create additional iDRAC users
because D0 O5 automatically disables those new users and reboots the system, Use the uasr
ldrac create command to create new iIDRAC users after enabling Retention Lock Complisnce.

Procedure
i. Add the DD Retention Lock Compliance license on the syatem, If it is not present,
a. Firet, check whether the license is already installed.
elicenas ahow
b If the RETENTION-LOCK-COMPLIANCE feature is not displayed, install the license,
elicense update foenss-fie

2. Set up one or more security officer users accounts according to Role-Base Access Control
(RBAC) rules.

a. In the system adrminkstrator rode, add a security officer acoount,
user add wserrole security
b. Enable the security officer authorization,

authorizatlion policy set security-cfflcer enabled

478 Dl EMC DO OS5 Administration Guide



D Retention Lo

3. Configure and enable the system to use DD Retention Lock Compliance.

-I:D!HEII'E: Enabéng DD Retention Lock Complisnce enforces many restrictions on kow-level

BCORSS To SYstem Tunctions used during troubleshooting. Once enabled, the only way to
dizsble D[ Retention Lock Compliance is to initialize and reload the systam, which
results in destraying all data on the system.

\ | When setting the lock peried for Retention Lock Complience MTrees, users
cannot sat the period to be less than the current minimum or mesdmum pericd allowed.

Daing sa generatas a message notifying the user that the entry was invalid and stating
the minimum o maximum retention period allowed. To set the mingnum retantion periad
to & valus less than T20 minutes or @ meximum retention period of less than 1827 days,

mn'dm—n. ee retantion=leck et min-retantion-periodormicas
retantion—lock set max-ressntion=period commands before enabling DD
Retention Lock.

a. Canfigure the system to use DD Retention Lock Compliance.
syatem reatention-lock compliance configure
The system automatically reboots.

b. After the restart process is complete, enable DD Retention Lock Compliance on the
EyEtEM,
system recentlion=lock compliance anable
4. Ensble complisnce on an MTree that will contain retention-locked files,

mirée retenclion=lock enable mode compliance mtree Mires-gain

{Dlﬂm: Compliance cannot be enabled on /backup or poal MTrees.

5. Tochange the default minimum and maxmum retantion ook perlods for 8 compliance-
enabled MTree, type the following commands with security officer suthorization.

¢ pbtree retention-lpck set min=retanticon=-poricd perodmtrea miree-osth
s mtree retention-lock set max-retentlon-pericd perpdmtres mirae-path

(T) |Note: The retenticn peniedis specified in the format [number] [unit]. For example: 1 min,
1 ke, 1 dey, 1 mo, or 1 vear. Specifying a minmum retention period of less than 12 hours,
oF & maximum retention period longer than 70 yeers, results in an error.

6. Tochange the automatic retention period and sutomatic lock delay for a compiliance-
enabled MTree, type the following commands with security officer suthorization.

s mtres retenticn—lock set automatic—retentlan-period penodmtrees
mires-path
(T} Mote: The automatic retention perfodis specified in the format [number] funit]. For
exarmple: 1min, 1hr, 1day, 1mo, or 1 yesr. The valus must be between the minimum
{and maximum retention pericds.

» mtree Fetentipn-lock set sutomatic-lock-delay Memtcen mMiree-path
(1) | Motec The automatic lock delay time is specified in the format [number] [unit}, For
exgmple: 5§ min, 2 br, or 1 dey. The value must be batween five minutes and seven
days. The default is 120 minutes. If a file is modified before the automatic lock delay
has slapsed, the lock deley tme starts over when the file medification s complets,
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For exampde, if the lock dalay is 120 minutes and the file s modified after B minutas,
thia lock celey will start agein at 120 minutes after the file is modified.

Repoat steps 4 through & to enable additicnal MTrees,

After you finish
Retention lock files reside in e retention-lock-ensbled MTres,

Client-Side Retention Lock file control

This section describes the DD Retentlon Lock client command interface for locking files stored on
the profectisn system. Client commands are the same for DD Retention Lock Governence and
Complance. Linux, Lintx, and Windows client environments are supported; however, Windows
clients may need to downlead utility programs with commands to lock files,

(i) [Note: If your application already supports industry-standard WORM, writing a WORM file 1o a
DO Retention Lock Gowernance or Compliance enabled MTree will lock the file on the system.
The retenition time in the application should agree with the DD Retention Lock settings. You do
not need to use the commands described in this section. To check whether en application is
tested and certified for the DD Retention Lock, refer to the Deta Domain Archive Appicanion
CompatibifiTy: Guide,

{1} |Note: Some clent machines using NFS, but running a legacy 05, cannat set retention time
later than 2038. The NFS protocol dossn't impose the 2038 limit and allows to specifying
times urtll 206, Further, DD OS doesn't impose the 2038 limit,

Client-side commands are used to manage the retention lecking of individual files. These
commands spply to all retention-lock-capable systems and must be lssued in addition to the setup
and configuration of DO Retention Lock on the system.

Required Teols for Windows Clients

Youneed the Couch, exe command to perform retention-locking from a Windows-besed client.

To obtain this command, download and install utifities for Linue/Unix-based applications sccording
to your Windows version. Thesa utilities are best recommendations from Dell EMC and should be
used par customer environmant,

= For Windows 8, Windows 7, Windowe Server 2008, Windows Vista, Windows Server 2003, and
Windows XP:
htip://sourceforge.net/ profects unwutis,/Tiles Tatest

*  For Windows Server 2008, Windows Vista Enterprise, Windows Vista Enterprise 64-bit edition,

Windows Vista SP1, Windows Vista Utimate, and Windaws Vista Ultmate S4-bit aditisn:
hitto/ Fwww microsoft com/downioad/en/details. aspx ?displaylang=en&id=23754

= For Windows Server 2003 SP1 and Windows Sercer 2003 B2
hittpl Seevw, microso ft.coms'download /en/detalls. aep: P displaviang =aniid=20083

(E} Mote: The touch command for Windows may have a different farmat than the Linux examples
in this chapter,

Faollow the installation instructions provided and set the search path es needed on the client
machine.

Client Access to System Files
After an MTree is enabled for DD Retention Lock Governance ar Compliance, wou can:
= Create a CIFS share based on the MTree. This CIFS share can ba used on a client machine.
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+  Create an MFS mount for the MTree and access (s files from the NFS mount polnt on a client
machineg,

m Mate: The commands lsted in this section are 1o be used only an the client. They cannot be
fmsued through the DD Syastem Marager or CLIL Command syntax may wary slightly, depending
on the utility you are using.

The toplcs that follow describe how to manage client-side retention lock file contral.

Setting Retention Locking on a file

To perfarm retention locking on a fike. change the st access time (sfme) of the fike o the desired
retenton time of the fie, that |s, the time when the file can be deleted.

Thils sction |a usually performed waling the srchive spglicetion, and all the archive applications that
are qualified on the protection system today (per the Dete Domaln Archive Aoplcation Companibility
Guige) follow the basic locking protocol outlined here,

Thie future stimeyou specify must respect the mimimum and mexémum retention periods of the
file's MTree (sa offsets from the current time), e8 shown in the next figure.

Flgura 21 Vislld ard nvalld stimes for retantion lecking files
For DD Retention Lock Governance and Compliance

If atime < current time + 12 hours
# File i not locked
# Mo error message is generated

If @rrime < rindmam retention periced
and gtime > curent time + 12 howrs

or
atime > maximum refention period
File locking * File is not locked
specification = An error message is generated
If atirme = minimum retention period i
and
gtime £ maximum retention period |
® File is locked
e ol | *Nemessogeis generated
time [ |
| Yy | ¥ = it
| 1 —i-
i 12 Hours W I 0 ¥ears
MTree retention Minirmum retention Maximum retention
specification period period

(1} Mote: Some clent machines using NFS, but running a legacy OS5, carnot set retention tima
later than 2038, The NFS protocol doesn't impose the 2038 limit and allows 1o specifying
times until 2906, Further, DD OS doesn't impose the 2038 limit,

Errors are permizssion-denied errore (referred to as EACCESS, a stendard POSIX error). These are
returned to the script or archive application setting the atime.
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()| Mote: A Tile must be complately written to the system before it is committed to be & retention-
locked fike,

The following command can be uzed on cllents to set tha atime

tauczh =a -t [atime] [rilename!

The format of atime is:

[ [¥Y] ¥¥) MMODhhms] ., 55]

For example, suppase the current date and time & 1 p.m. on January 18, 2012 (that |s,
20120181300}, and the minimum retention period is 12 hours. Adding the minimum retention

period of 12 hours to that date and time results in 8 value of 201201190100, Therefore, if the atime
far a file is set to a valug grester than 201201190100, that file becomes retention locked.

The following command:
client0s8 touch —a -t 201412312230 SavedbData.dat

will lock file Zavediacs ., dac until 10:30 p.m. December 51, 2014,
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Extending Retention Locking on a file

To extend the retention time of a retention-lccked file, sat the flle’s atime to a value greater than
the file's current afime but less than the maximum retention period of the file's MTree (as an
offset from the current time). as shown in the next figure.

Figure 22 ¥Vald and invalid afimes for extending retarntion leching on flas

For DD Retention Lock Governance For DD Retention Lock Governance:
and Compliance: If extended afime > maximum
i extended gtime £ current otime retention period
and minimum retention period + Retention time is not extended
= Retention time is not extended = An efror i generated
= An Error message i generated

For DD Retention Lock Compliance!
if extended atime = 70 years

» Retention time is not extended

= An error message is generated

For DD Retention Lock Governance:

If pxtended atime > current giime and minimom
[retention period, and

extended olime £ maxirmum retention period
= Betention time is extended

Extended file = No message is generated
retention
specification: |For DD Retention Lock Comphiance:

||r extended glime = current gtime and minimum
{retention period, and
extended atime < 70 years
s fetention time is extended
* No message is generated

| Current Retention Lock Governance
time . Retention Lock Compliance | :
I Y ! Yo
0 70 Years
MTree retention  Greater of current afime or Maximum retention
Specification: minimum retention period perlod

For examiple, changing the stimefrom 201412312230 to 20201 2121230 using the following
commeand:

ClisntOSH toueh =4 =t 202012121230 SavedDats.dat
will cause the file to be lackad umtil 12:30 p.m. December 12, 2020.

Mote: Some client machines using MFS, but running & wery old 05, carnot set retention time
latar than 2038, The NFS protocol doesn't impose tho 2038 limit and sllows to specifying
eimea wnthl 2106, Further, DD OF doesn't impose the 2038 lrmit.

Daall ERAC DD 05 Admenatration Guide 463



b0 Fedention Lock

Errors are permission-denied errors (referred to as EACCESS, a standard POSIX error). These are
returred 1o the script or archive application setting the anime

Identifying a Retention-Locked file

The atime value for a retention-iocked file Is its retention time. To determine whether & Tile |5
retention locked, try to set the atimeof the file 1o 8 valse earlier than its current atimea. Thig action
will fail with & permission-denied error if and only IT the file is a retention-locked fle.
First, list the current atime vadue, and then execute the « ouch command with an earfier atime
using thess commands:;

la =L —-tine=atime [filanama]

touch —a —1 latime] [CIiongsms
The following example shews the command sequence:

Client0df. la =1 ==cime=matime JavedDats.dat
IN2012121230
CliencOs# touch —a -t 202012111230 3avedbata.dat

If the atimeof Gavedbata, dat 18 20202121230 (12:30 p.m. December 12, 2020) and the touch
command specifies an earlier atvme, 202012111230 (12:30 p.m. Decambar 11, 2020, the touch
command fails, indicating that SavedData, dat i retention-locked.

EllNu‘tﬂ: The ==t ime=at ims opthon & sot supparted in all versions of Unix.

Specifying a directory and touching only those files

Use the command line to create 8 root directory containing the files Tor which access times will
change.

In this reutine. root directory to start from contains the files on which you want to chenge access
times using this chent system command:

fird [root directery boostart Irom] =sxec Ecuch -a -t [expiration tims]
1F %&

For example:

Clientd&# Eind [/backuopsSdatals] -sxec touch -a -t 202012121238 (] \;

Reading a list of files and touching only those files

In this routing, fname of e st is the name of a text file that contalns the names of the Mles on
which you want to change scoess times. Each ine contains the name of one file.

Here is the client system cormmand syt
touch =a =k [expirsztion time] “cat name of File list

For exemple:
Clientds% tooch -a —t 202012121230 ‘cat Sfbackupfdatal ffilelist. Ext?

Deleting or expiring a file

Delete or expire a file with an expired retention lock using a client application, or delete a file using
a standard file-delate command.

Expiring & file using an applicetion makes the file Inaccesalble to the application. The file may or
may nat actually be removed from the protection syatem by the expiration operation, If itis not

removed, the applicetion often provides & separate delete cparation. You muat have the
appropriate sccess rights to delete the file, ndapendant of DD Retention Lock.
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Mate; If the retention period of the retention-locked file has not expired, the delete operation
results in 8 permission-denied error.

(‘T'}|Nntn'. For more information, refer to KB article 516962 Data Domain: How 10 dedete data,

@

Privileged dalats

For 0O Retention Lock Gowvernance (only), you cen delete retention locked files using this twao
SLED Process.

Procadure

1 Usathemtrees retention=lock cevert pathcommand to revert the retention locked
file,

2. Delete the file on the cent system using the rm filename command.

Using ctime or mtime on Retention-Locked files
chime i thi: last-metadsta-change time of a file,

clime
ctimegets set to the current time when any of the follow events coour;
= A non-retention-locked file is retention lockead.

= The retention time of 8 retention-locked file s extended,
= A ratention-locked file ls revertad.

Mote: User accese permissiona for a retention-locked file are updated using the Linus
command line tool chmod,

mitime

mitime Bt last-modified time of & Tile. It changes only when the contents of the file change. 5o,
this mtime of a8 retention-locked file cannot change.

System behavior with DD Retention Lock

Syetam behevior topics are discussed separately for DD Retention Lock Governancs and DD
Retention Lack Compliancs in tha sections that fallew.

DD Retention Lock governance

Cartain DD O3 commands beneave differently when using DD Retention Lock Governanca, Tha
followiing sections describa the differences for each.

Replication

Collection replication, MTree replication, and directory replication replicete the locked or unlocked
state of files.

Files that are governance retention locked on the source ere governance retention locked on the
destination and heve the same level of protection. For replicetion, the sowrce system must have a
DD Retention Lock Governance license ingtalled—a license is not reguired on the destination
systam.

Replication s suppartad between systems that are:

¥  Running the same major 0D OS5 verson (for example, both systems are running DD O35
5.5.xx].
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Fastcopy

Filesys destroy

* Runring DD O3S versions within the rext two consecutive higher or lower major releases (for
example, 5.3.xxto 5.5.0x0r 5.5 c.xte 5.5.x.x). Cross-redease replication is supported only for
directory and MTres replication.

{]:|-|Hu'ta: MTree replication is not supported for DD OS5 5.0 and earlier.

Be sware that:

*  Collaction replication and MTrea repication repicate the minimum and masimum retention
perinde configured on bMTress to the destination system.

*  Directory repication does not replicete the minimum and maximum retention periods to the
destination System.

The procedure for configuring and using collection, MTree, and directory replication is the same as
for protection systems that do not have a 0D Retention Lock Governance licensa,

Replication Resync

The repllcation resync destingtioncommand tries to bring the destination inte syne with the
source whan the MTree or directory replication context is broken betweean destination end source
systerms. This command cannot be used with collection replication. MNote that:

= [f files are migrated to the clowd tier before the contest is broken, the MTree replication resyne
overwritas all the data on the destinstion, so you will need to migrate the files to the clowd tier
again,

* |f the cestination directory has D0 Retention Lock enebled, but the source directory does not
have DD Retenticn Lock enabled, then a resync of a directory replication will fail,

*  With Mtree replication, resync will fall if the source MTree does not have retention lock
enabled and the destination MTree has retention lock enabled,

= With Mtree replication, resync will fail if the sowrce and destination MTrees are retention lock
enabled but the propagate retention lock aption is set to FALSE,

Whaenithe f|lesvs Fastoopy [retention=lock] scuree sfedestination dest
cammand i run on a system with a DD Retention Lock Governance enabled MTrae, the command
preserves the retention lock ettribute during the fastcopy operation.

{[} Maote: If the destination MTree is not retention lock enabled, the retention-lock file ettribute ks
mot presarved.

Effects of the 71 lz=vs destrov command whan it & run on s system with a DD Retention Lock
Governance enablad MTree.

« All data is destroyed, including retention-locked data.

» Al £ileays options are returned to their defaults. This means that retention locking is
disabled and the minimum and maximum retention periods are set back to their default values
an the nawly crested file system,

{D |P-.In1:n.' Thig command i not allowed i DD Retention Leck Cempliance & onabled on the systam.
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DO Retanticn Lack

Whenthe mtree delete miree-peth command attempts to delete a DD Retention Lock

Governance enabled [or previously enabled) MTree that currently containg data, the command

FetUrfE BN 8rror.

fi} Mote: The behavior of mtree delete I 8 #milsr to a command to delete a direstory—an
MTree with retention lock anabled (or praviously enabled) can be deleted only if the MTree is

ampty.

DD Retention Lock compliance

Replication

Certain DD O3 commands behave differently when using DD Retention Lock Compliance. The
foliowing sections describe the differences for each.

An MTree enabled with DD Retention Lock Compliance can be replicated vis MTree and collection
replication only. Directory replication is not supported.

W Tree and collection repicetion repicate the locked or unlocked state of files. Files that are
complance retention locked on the source are compliance retention locked on tha destination and
have the same level of protection. Minimum and maximum retention perieds configured on MTroes
are repliceted to the destingtion system.

To perform collection replication, the sama sacurity officer user must be prasent on both the
source and destination systems before starting replication to the destination system and afterward
for tha ifetime of the source repico pair,

Replication Resync
Tha replication rcesync destinetion command can be used with MTree replication, but not
with collection replication.

# |f the destingtion MTree containg retention-locked files thet do not exdst on the sourcs, then
resync will fail,

= Bath source and destination MTrees must be enablad far DD Retention Lock Complianca, or
reaync will feil,

Replication procedures

The tapics in this section describe MTrae and collection replication procedures supparted for DD
Fetention Lock Compliance.

(1) | Mote: For full descriptions of the commands refaranced in the following topics, see the DD OS
Commarnd Refarance Fulds,
Replicating an MTree: One-to-one topology

Reglicate a DD Retention Lock Compliance enabled MTree from a sowrca system to 8 destimation
gystem,

Before you begin

Enabde DD Retention Lock on an MTree and configure client-side retention lock fle controf before
replication,

Procedure
1. Until Instructed otherwise, parform tha fallowing steps on the destination system only.
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2. Add the DD Retention Lock Compliance license on the system, if it is not present,
B First, check whether the license is already instsllad.
elicen=sa show
b If the RETENTION-LOCK-COMPLIANCE feature ig not displaved, install the licensa,
elicense update fosnse-fie
3. Set up one or mone security officer users accounts according to Role-Baze Access Control
{RBAC) rules.
&. In the system administrator role, &dd a security officer account.

uger add eserrole security

b. Enable the security officer suthorizaton,
authorlzactian policy set security-officer enabled
4. Configure and enable the system 1o use DD Retention Lock Compliance.
()| Note: Enabling DD Retention Lock Compliance enforces many restrictions on low-level
accass to system functions used during troublashonting. Once enabled, the only way to

disable DD Retantion Lock Complisnce iz to Initialize and relosd the system, which
regults in destroying all data on the systam.

Sy | =AUTIEN When setting the lock period for Retention Lock Compiance MTrees, users
| canmon se1 the peeiod 10 be less than the current minimuwm or maximsm period allowed.
Doing s0 generates & MEssage notifying the user that the entry was invelid and stating
the minimum or maximum retention period allowed, To set the minimum retention period

to 8 vadue less than 720 minutes or 8 maximum retention period of less than 1827 days,
runthe mtras ratention-lock set min=retentlon-pericd ormtree

retention-lock aat mas-cetentian—-pericdcommands befare enabling DD
Retantion Lock.

a. Configure the system to use DD Retention Lock Compdance.
oystem Fptention=lock compliance configure
The system autamatically rebaots.
b, After the restart process Is complete, enable DD Retention Lock Compliance on the
system,
sypatam retention-lock compliance enable
%, Create s replication context,
replication add source mtroee: /S scurce—-syetem-namefdata/coll fatree-
name destinatliocn mtree://destlnation-system-tnamaidataleoll fotree-
ndme

&, Perform the following steps on the source system only,
T. Creste g replication context,

ceplicaticon add 2ource mbree:// source-spstem-pame/dacafcoll fnmtres-
name= destination moree: /fdeacination-apaten-pame/ data eoll fmizes
fame

#. Initialize the raplication contaxt,

replication inltialize mtree:/Sdaarination-systen-nape/datascoll
mt res-name
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8, Confirm that repBcation is complete.
raplication statue mbresa: /S deatinaticn-gystem-nameSdatafcoll /mtres
napma detalled
Thie command regporte O pre-compreesed bytee remaining when replication iz finlshed,
Replicating an MTree: One-to-many topology

Replicate a DO Retention Lock Compliance enabied MTree from a source system to multipls
dastination systems.

Bafora you bagin

Enable DD Retention Lock compliance on en MTree and confligure client-side retention lock file
canitral before replication.

Procedure
Umal inatructed otherwize, perform the following stepa on the destination aystem only.
2. Add the DD Retention Lock Compliance ficense on the systam, if it is not present.
a. Firet, check whather the Boense is elready inetefled.
elicense show
b. if the RETEMTIOM-LOCK-COMPLIAMCE featurs is not displayed, ingtall the licanss,
glicanse update foense-fie

3. Setupone or more security officer users sccounts according to Role-Base Access Control
(RBALC) rules.

a. In the system sdministretor role, add & security officer account.
user add wserrals securlt ¥

b. Eneble the security officer authorization,
autharizatlen polley sat security-nfficer enabled
4, Configure and enable the system to use 0D Retention Lock Complianca.

(T} |Mate: Enabling DD Retention Lock Compliance enforces many restrictions on low-lavel
access to system functions used during troubleshocting. Once enabled, the only way to
disabie DD Retention Lock Compllance is to Initigize and reload the systemn, which
results in destroving all deta on the system.

| CAUTION Whan setting the lock peried for Retantion Lock Compliance MTrees, users
| cannot set the pericd to be legs than the current minimum of masimum perked allowned,
:Dnlng &0 genaratas & message notifying tha user that the entry was invalid and stating
| tha minimum er meximum retention period allewed. To set the minimuem retention pericd
to & value less than 7240 minubes or & maximem retention period of less than 1827 days,

runthe ntres retentlon-lock set min-retentlon-periodermires
retention=lock set max-cetenticn=periodcommands before enabling DD
Retention Lock.

g. Configure the system ta use DD Retentian Lock Complisnce.
aystem retenbion-lack coampllanoe configure
The system automaticady reboots.

b. After the restart process s complete, enable DD Retention Lock Compliance on the
system,
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gystem cetention-lock compliance pnablsa
5, Create a replication context,

ceplication add source mbree://scurce-system-name/data/cell/mores
nane destination mtroe://destination-syastem-nase=/data/coll/mtrea-
gE-Egl=)

B Perfarm the following steps on the source system only.
7. Create a replication context for sach destination syetam.

roplication add source mipes: /S =ource-aysram-namafdatascall/meraa-
name destination mtree://destination-systern-pame/datafenll/mtroe-
raEng

8. nitialize the replication context for each destination system MTree.

replication initiglize ntree://dsstination-system-name/data/coll/
mEreeg-namse

3. Confirm that replication is complete for each destination systam.

feplicstion Btatus mores: //destination-syeter-nans/datafcoll fmtras-
Aak= detailad

This eommand raports 0 pre-compressed bytes remaining when replication iz finished.
Adding DD Retention Lock Compliance protection to an existing MTree
replication pair

Add DD Retention Lock Compliance protection to an existing MTree replication pair that is not
enabled for retention locking.

Procedurs

1. Until instructed otherwise, perform the following steps on both the scurce and destination
ByEtems,

2. Loginto the DD System Manager.
The DD Systern Manager window appears with DD Network in the MNavigation paned.
3. Gelect 8 protection system.
In the Mavigation pared, expand DD Metwork and select a system
4. Add the 0D Retention Lock Governance license, if it is not listed under Feature Licenses.
8. Salect Administration » Licenses
b. I the Licenses area click Add Licenses,
<. In the License Key text box, typa thi boonse key,
@ium: Licerse keys are casa-Ingansitive, Include the kyphens when typing keys,

d. Click Add,
§. Bresk the current MTree context on the replication pair,

replication break mbree://destipatico-system-pame/dataScoll/miree-
rdme

6. Create the new replication contest,

raplication add source mtree:/f/Ssource-system-nane/datalooll /imires-
name destination ntree://destination-system-name/data/collfatres-
Fams
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7. Perform the following steps on the source system only.
8. GSelect an MTree for retention locking.

Click the Data Management > MTree tab, then the checkbox for the MTree you want to
use for retention locking, (You can also create an emply MTree and sdd Ties to it later.)

8, Click tha MTree Summary tab to display information for the selected MTree.
10, Lock files In the complianca-enabled MTree.
1. Ensure that both source and destination (replica) MTrees are the same,

repllisation resyns mtres:/fdeatination-gystem-name/datafooll /meraa-
name

12, Check the progress of resyne,

replicatlon watch mtreed/fdestinstion-system-name/datascell/mtrese-
name

13. Confirm that replication |s complete.

raplication status mtbrea:///destination-systam-name/datal/call /moras-
fname detalled

This command reports 0 pre-compressed bytes remaining when replication is finished.
Canverting a collection replication pair to MTree replication pairs

A procedure for customers who used collection replication under DD Retention Lock Compliance in
DD 05 5.2 and want to convert complience-enabled B Treas in the collection replication pair to
MTree replication pairs.

Procedurs
1. Onthe source system only:
&. Create a smapshot for esch DD Retention Lock Compliance enabled MTres,
snapshat cosdte gnapshet-pame fdata/coll/Etres-pname

b. Symchronize the cofection rephcation pair.

ttPlLLELLbﬁ By EEC coalif/destlingtion-svaiam-rneme
. Confirm that replication B complete,
feplication status coli//destination-system-pame detailed

Thizs command reports O pre-comprassed bytes remaining when replication is finished.
d. View snapshot information for each DD Retention Lock Compliance anabled M Trea.

grnapshot 1lsat mores fdatafcollfmires-pnamea
Mote the snapshot names for use atar.

2. Onthe destination systam anly:
a. Confirm that the replication is compiata.

rpplication status mires://destination-aystem-namasdataScollf
mtraa-rames detailed
This command reports 0 pre-compressed bytes remaining when replication is finishad.

b. Wiew each MTree snapshot replicatad to the destination system,
anapshot list MATEes ‘datafecll /mErec-nane

. Ensure that all DD Retantion Lock Compliance MTree snapshots have been replicated by
comparing the snapshot names generated here with those genarsted on the source
systam.
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Snapshot 1ist mtoee Sdatascoll/&ires-name
3, ©n the both the source and destinations systems:
&, Disable the file system.
fileaya disable
b Break the collection replication context.
replication break col:f/deztination-svstem-name
¢, Enabie the file system. (Security officer authorization may be reguired. )
fileays anpble
d. Add a replication contaxt for each 0D Retention Lock Compliance enabled MTree.

replication add source mtree://source-systes-nans/datasooll/)
mirge-name destination mtree:S/destiration-aystep-namefdatalcalls

mlree-name

{I:Ir'lma: Source and destination MTree names must be the sama.

4. On the source system only:

&. Ersure that both source and destination MTrees are the same.
replication reayne miree://destinacion-ayscem-nams

b. Check the progress of resyng,
replication watch destinaticn

. Confirm that replication is complete,
replicatlen status mtree:/fdestinstion-aysten-name/data/coll/
mtreg-nams gatailed
This command reports 0 pre-compressed bytas remaining when replication is finished.

Performing ceollection replication

Replicate /datas/call from a complisnce-ensbled source system to s complisnce-enabled
destiration system.

About this task

(i} | Mote: For collecton replication the same security officer account must be used on both the
source and destination systems.

Procedurs
1. Until instructed to do differently, perform the following steps on the source system only,
2 Log into the DD System Manager.
The DD Syetem Managar window appears with DD Netwark in the Mavigation Panel,
3. Belect a protection system.
In the Navigation Panel, expand DD Network and sslact @ systam.
4. Add the DI Retention Lock Governance ficense, if it ks not listed under Festure Licenses.
a. Select Administration » Licenses
b. In the Licenses area click Add Licenses,
¢, In the License Key text box, type the license key,
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12,

13
14,

15:

D Retertion Lok

mlﬂnu: License keys are casa-insensitive. Include the hyphens whan typing keys.

d. Chok Add.
Craate the replication context.

replicatiaon add scurce cal:/f/fsource-syskam-pase destination cal:zyd/
destlng flon-sysEsm-nems

Lintil ingtructed to do differantly, perform the following steps on the destination system
only,

Destroy the file system.

Fileays destroy

Log in to the DD System Meneger,

The DD System Menager window sppears with DD Metwork in the Mavigation Pamel,
Select 8 protection sysbem.

In the Mavigation Fanel, expand DD Network and select a system,

Creste a file system, but do not enable it.

filesys create

Create tha replication context,

replication add source cel://source-system-name destination colids
destination-syster-rams

Configure and enable the system 10 use DD Retention Lock Complisnce.
gysten retenticn-lock complisnce configure

(The system automatically reboots and executes the systen retentlan-lock
compliance enable command.)

Perform the following steps on the source system only.
Initinize the replicetion contet.

replication fnitiallze source @ol:flf=adrce-sypsfam-nans deatlration
ool faestingtlans Zva ram=name

Confirm thet replication ie complete,

I:E'_E'.l-::f-.l'n.i-'.ll"“. atatus col:/ffdastinatian System-namea astalieg

This command reports O pre-compressed bytes remaining when replication (s finished,

Adding DD Retention Lock Compliance protection to an existing collection
replication pair

Add CD Retention Lock Compliance protection to a collection replication pair that was created
without DD Retention Lock Compliance enabled on the source and destiration systems,

Procedure

%

Until instructed otheraise, perform the following steps on both the source and destination
=ystems.

Disabla the replication.

replicaticon disable colisfdestication-system-naxe

Log in ta the DD System Manager.

The DD System Maneger window appears with DD Network in the Navigation Panel,
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4, Select a protection system.

In the Mavigation Paned, expand DD Metwork and select & system.
8. Until instructed otherwise, perform the following steps on the scurce system.
B. Configure and engble the system to use DD Retention Lock Compliance.

syatem retentlisn-lock compliance configura

(The system automatically reboots by executing the svstem retenticn-lock
compliance enable command.)
7. Enable the raplication contest,
raplicatian énable coal://destination-systea-name
B. Untilingtructed otherwise, perform the following steps on the destination system.
9. Configure and enable the system to use DD Retention Lock Complience.
aygtem retention-20ck compliance configure

(The systern automatically reboots by executing the ayvetem retentlan-lock
compllatces enable command.)

10, Emable the replication context.

replication enable col://destination-syatem-nanms

Fastcopy
Whenthe fllesys fastoopy [retention-lock] source sredestination dest
command I§ run on a system with a DD Retention Lock Compliance enabled MTree, the command
presarves the retention [ock attribute curing the fastoopy operatian.
{1} | Mote: If the destination MTree is not retention lock enabled. the retention-lock file attribute i
not preserved,
CLI usage

4394

Considerations tor & protection system with DD Retenticn Lock Compliance.

=  Commands that break compliance cennot be run. The following commands are disallowed:
n filesys destcoy
s mtree delete méres-path

8 mbrea retéentlon—-lack reset (min-retention—pariod period | max-—
retention=pericd poariod] moires mtroo-path

1 mLres rerenllon-lock disable mupess wLoes-patbh
n mtres retention-lock revart
N U=mar resak

= The following command reguires security officer authorization i the Boense being deleted s for
DO Retertion Lock Complianc:

® plicense reset
® elicensa upoaTe

= Tha following commands require securty officer autharization if DD Retention Lock
Complance (g engbled on an MTree specified in the command:

e mtren retentlon=leck set {min-retention-period period | max-
ratentlon=pericd peripd] mtres mtrse-path
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| ofrese renane mCres-paltd new-mcrgg=pac n

& The following commands require socurity efficer suthorization if DD Retention Lock
Cempliance iz enablad on tha ayatam:

m|ﬂnw These commands must be run in interactive mode.
8 alerts notify-list rasset

m oonflg set timezons ronengms

m conflig peset timezone

m clfs set suthenticatien ective-directary realm [ [del [ded Jii]]
8 ntp Aadd timeserver flma sarver 11t

s nep del timeserver fime szerver list

® ntp disable

» ntp enakla

® flp reEsst

m ntp reget timesarvers

» replication break (destination | alll

# reéeplicatlon disable |(gescipnatien | alll

8 zystem seab date MMODOAmm| [ O] YY)

0D Retention Lock Complisnce implements an internal security clock 1o prevent malicious
tampering with the systam clock.

The security clock closely monitors and records the system clock, If there is an saccumulated two-
wiisalt shoawy within a vear betwesn the security clock and the system clock, the file system is
digabled and can be resumed anly by 8 security officer,

Finding the System Clock Skew

You can run the DD OS5 command ayetam retencion—lock compliance status (escurty
officer autharization required} to get system and security clock information, including the last
recorded sacurity clock value, and the accumulated system clock variance. This valee s updated
every 10 minutes.

Removing the system clock skew

Clock skew is updated every time the security clock records 8 new value for the system clock.
After 1 year, It 1= reset 1o 0.

About this task

At any time, you canruan the DD O8 command systen s=t date= MWD [ S0] FH] 1o set
the time of the system clock (security officer suthorization reguired), If the clock skew becomes
larggesr than the presat value (2 weeks), the file systermn & dissbled. Complete these steps to restart
the file systam and remowe the skew betwesn security and system clocks,

Procedure
1. Atthe system congola, enable the file system
filesys enable

2. At the prompt, confirm that yvou want to quit the £l lesva enable command and check
whethes the syatem date (& right.
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5. Desplay the system date
oysbem show date

4. [ the system date i3 nOT correct, set the correct date (security officer authorization is
required) and confirm It,

system sat date MMOOhhmm[ [CC] T¥]
eyatam show date

5. Enable the Tile system again.
filesys enable
6. At the promgpt, continue to the enabling procedure,

7. Asecurity officer prompt appears. Complete the security officer autharization to start the
file system. The security clock will automatically be updated to the current system date.
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CHAPTER 20
DD Encryption

This chaptar includes:

Key manager setup...
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0D Encryptian

DD Encryption overview

Data encryption protects user data If the protection system is stolen or if the physical storage
rmedis is lost during transit, and it efiminates accldental exposure of a failed drive if it is replaced.

When data enters the protection system using any of the supported protocols (NFS, CIFS, DD
VTL. DD Boost, end NDMP Tape Server), the stream is segmented, fingerprinted, and de-
duplicated (global compressien). It is then grouped into multi-segment compression reglons, localy
compressed, and encrypied before being stored to disk.

Once enabled, the DD Encryption feature encrypts all data entering the system. You cannot enable
oreryption at a more granular level,

(0 Data that has been stored before the DD Encryption feature is ensbled does not
automatically get ancrypted. To protect all of the data on the systern, be sure to enable the
option to encrypt existing data when you configure encryption,

Additional Notes:

The £ilesys encryption apply-changes command applies any encryption configuration
changes to afl date present in the file system during the next cleaning cycle. For maore information
about this command. see the 00 08 Command Refarance Guids,

DD Encryption supports all of the currently supgported backup applications described in the Backup
Compatibllity Guides available through Online Support at https/ /support.emc, com.

DD Replicator can be used with encryption, enabling encrypted data to be replicated using
coliection, directory, MTrea, or application-specific managed file replication with the various
topologies. Each replication form works uniquely with encryption and offers the same level of
sacurity. For more information, eee the section on using DD Encryption with rephcation.

Files locxed using 0D Retention Lock can be stored, encryptod, snd replicated,

The autosupport feature Includes information about the state of encryption on the system:
*  Whether or not encryption is enabled

*  The Key Manager in effect and which keys are used

= The encryption algorithm that is conflgurad

«  The state of the file aystem

Configuring encryption

This procedure includes configuring a key manager.
If the Encryption Status on the Data Management > File System > Encryption tab shows Not
Configured, click Configure to set up encryption on the protection system,

E}|"W Tha systom passphrase must be set in order to anable encryption,

Prewvide the following information:
¥ Algorithm

= Select sn encryption algorithm from the drop-down list oc sccept the defeult AES 256-bit
(CBC).
The AES 256-bit Galsis/Counter Moda (GCM) is the maost secure algarthm but it is
sigrificantly slower than the Cipher Block Chaining (CBC) mode,

s Determing what data is 1o be ancrypted: axisting and rew ar anky new, Existing data will be
sncrypted during the first cleaning cyele after the file system is restarted. Encryption of
exlzting data cen take longer than & standard file system cleaning opsration.
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o ey Mensger (eedect one of the three)
®  Embedded Koy Manager
By dafault, the protection gyetem Embeadded Key Manager iz im effact after you restart the
file systam.

You can enable or disable key ratation. IT enabled, type B rotetion interval between 1-12
montiag.

s SafeMet KeySecure Key Manager

(i) [Note: Ses the secticn about key management for an explanation about how the Embadded
Koy Manager and Sefelet KeySecure Key Manager work,

The Summary shows the selacted configuration values. Review them for correctnass. To change &
vahie, click Back to browse to tha page whare it was entered and modify it

& system restart i necassary 1o enable arcryption. To apply the naw conflguration, select the
option to restart the file system.

{j}| Mote: Applications may experience an interraption while the file system Is restarted.

management

Encryption keys determine the output of the cryptographic algorithm, They are protected by a
passphrase, which encrypts the encryption kay befora it is stored in multiple locations on disk. The
passphrase is generated by the user and requires both an administrator and a sacurity officer 1o

changa it

& key maneger contrals the generation, distribution, and [Hecyele management of multiple
encryption keya. & protection system can use either the Embedded Key Manager or Safalet
KaySecure Key Manager,

Cindy oree can be in effect at a time, When encryption is enabked on a protection system, the
Embedded Key kanager s in effect by default. If you configure the Sefelet KeySecure Hay
hdenager, It replaces the Embedded Key Marnager amd remains ineffect untll you disabla it & file
systam restart s required for a new key manager to be operational,

Thi Embedded Key Manager provides and generates multiple keys interrally, although the system
uses only one key at a time to encrypt data coming into the system.

Tha Embadded Hey Manager rotates keys and supports a maximum of 284 keys, and allows yvou ta
spacify how many months a ey is inaffect bafere baing replaced (aftor tha file syetem s
ragtarted ). The Embedded Kay Manager koy rotation is mensged on the protection systam.

KaySecure

KaySecurs B.5 and 8.5 supported, which |z a KMIP comglisnt key manager product from Safenst
Inc/Gemalto Keysecurs, To be able to use KMIP key manager, users have to configura both the
key manager and the protection system/DOVE, to trust each other. Users have to pre-croate kays
an the key manages, A pratection system will retrleve thess keys and their states from KaySecure
aftar astablishing & zecure TLS conmection. See the &0 05 and Gamallo KapSecuwre Intagration
Guige for more information on how to creste kays and use them on a protection system,

Rectifying lost or corrupted keys

Creata a file that conteins all of your system’s current ancryption keys. Your support provider can
use this file to import keys back to your system should they become lest or corrupted, |t is
recommended that wou create an export file on B reguiar basis,

fou are prompted for the Security Dfficer's credentiel to export the keys, For edditional key file
protection, you can use & passphrase that differs from the one used in a protection system. After
exporting, it e recommended that you save the key file in e secure file server pccessible anly by
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authorized users. You must remember the pessphrase used for the key file. If the passphrase is bost
or forgotten, the protection system cannot import and restore the keys, Enter:

f fllesy= encryption keys export

Key manager support

All Key Managers support all DD OS file system protocols.
Replication

¥¢hen configuring prota<tion systems for directory or MTree replcation, configure each system
saperately. The Two SySTDMmS can use either the same or a different key class, and the same or
different key managers.

For collection replication configuration. the protection system must be configured an the source.
All replicated data is encrypted with the key set on the source. New data written to the destination
after a replication break will either use the last active key set on the sourcs, or a new key if the key
manager ig configured,

Working with the Embedded Key Manager

When the Embedded Key Manager is selected, the protection system creates its own keys.

After the key retation policy is configured, & new key ls sutomatically created at the next rotation.
An alart informa you of the crestion of a new key, You must perform a file system restart to
activata the new key and deactivate the ald key. You can disable the key rotation policy by clicking
the digable button associated with the Embedded Key Manages Key's rotation status,

Creating a key (Embadded Key Manager)

Croate an encryption key for the Embedded Key Manager.

Procedure

Select Deta Menasgement > File System = DD Encryption,

In the Encryption Keys section, click Create... .

Type your security officer user name and passward,

Click Restart the filesystem now if you want to restart the fle system,

A new protection system key will be created. After the file system Is restarted, the provious
key will become deactivated and thi raw key will bacome activated,

5. Click Creatws.

howop oo

Destroying a key (Embedded Key Manager)

Destroy an encryption key for the Embedded Key Manager.
Procedure
1. Zelect Data Management = File System » Encryption.
Z. Inthe Encryption Keys section, select the key in the list to be destroyed.
3. Click Destroy....
The system displays the Destroy dialog thet incldes the tier end atete for the key.
4, Type your security officer user nams and password.
5. Confirm that you want to destroy the key by clicking Destroy.
m |Nnti.' Afrer a file system clean has run, the key state changes to Destroyed.
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Deleting a key

You can delate Key Manager keys that are in the Destroyved or Compromised-Destroyed stetes.
However, vou anly need 1o delete & key when the number of keys haa reached the maximum 254
lirnit, This procedure requires sacurlty officer credentials.

About this task

E; Mote: To reach the Destroyed state, the Destroying a Hey procedure must be performed on
the key and a system cleaning must be run,

Procedure
1. Select Data Management > File System > Encryption,
2, Inthe Encryption Keys section, salect the key or keya in the list to be deletad.
1, Chck Delete....
The system dispiays the key to be deleted, and the tier and state for the key.
4, Type your security officer user name and password.
&, Confirm that you want to delete the key or keys by dicking Delete.

Working with KeySecure Key Manager

KaySecure Key Manager supports external key managers by using Key Managemant
interoperability Protocol (KMIF) and centrally managas ancryption kays in o singla, cantralized
platform.

v Koys will bo pre-created on the Key Mansger.

«  KMIP Ky Menager cannot be enabled on systems that have encryption enabled on ona or
mare cloud units,

Using DD System Manager to set up and manage the KeySecure Key Manager
This saction describes how to use DD System Manager to manage the KeySecure Key Manager,

Creating a key for the KeySecure Key Manager
' Creata an sncryption key for the KeySecure Key Managar (KMIP).
About this task
Procadura
1. Seroll down to the Key Maneger Encryption Keys table.
2, Chlck Add ro create a new Key Manager encryption ey,
g. Enter the Security Officer username and password,
b. Click Restart the file systam now.
. Click Create.
3. Click Restart the file system now to make the changes take affact.

A mew KIMP key | created, After the file systemn (B restarted, the previous key is
deactiveted and the new key Is activeted,
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Modifying the state of an existing key in KeySecure Key Manager
Use DD SM to modify the state of an existing KIMP encryption key,
Before you begin
Review the conditions for changing & key state;

* When a key elready exists (is active) and a new key s created, the new key will change to the
Fendlog=fct ivated state until the user restarts the file systam.

* Users can deactivate a key inan Act | vat ed-RW state only if there is 8 Pending-
Activated key 10 take its place.

* Akeyina Panding=-Act lvated state & denctivated only if thare is anather P=sding-
fotlvated hey to take [ts place.

*  Akeyinan hctivated-RO key requires no conditions. Deactivate at any time.
Frocadurs

Select Data Management » File Systern » DD Encryption.

Scrall down to view the Key Manager Encryption Keys table.

Select the appropriate key from the Key Manager Encryption Keys table,
To deactivate & key:

E N S

8. Chick on any key that shows an Aot Dvat=d state,
b. Enter the security officer esername and password.
c. Click DEACTIVATE.

Figure 23 Change KMIF key to a Deactivated state

Deacivale Key Manager Encryplion Kay H

ang vy CPHNCE (el

8. Click Festart the fllesystem now,
Results
The state of an existing key |s chamged.

Configuring the KeySecure Key Manager
Use DD SM to set the key rotation policy from the protection system.
Before you begin

Confirm the desired Kay rotation period (weeks or months), the Key rotation start date, and the
Maxt key rotation date.
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Procedure

Sotect Dota Management = File System = DD Encryption,

In the Key Managemaent section, click Configure. The Change Key Manager dialog box
opens,

Enter your security officer user nama and password.

Select KeySecure Key Manager from the Key Manager Type drop down menu. The

Charge Key Manager information appuars.

Set tha key rotation policy:

@- Mota: The rotation policy iz specified in weabks and monthe. The minimum key rotation
policy increment is ocne weak, and the maximum key rotation policy increment is 52
wipeks (or 12 montha),

a. Enable the Key Rotation policy. Set the Enable Key rotation palicy button to enabbe,

b. Enter the appropriate dates in the Key rotation echedule field.

c. Select the appropriate number of weeks or menths from the Weeks or Months drop
dowe menu.

d. Click OK.

a. Click Restart the filesystem now if you want to restart the file system to make the
changes toke offect immediately, per Fig 3

Results
Tha key rotation policy it sat or changed.

Using the DD CLI to manage the KeySecure Key Manager
This saction describes how to use the CLI to manage the KeySecure Koy Manager.

Create a new active key on the KeySecure Key Manager
Lige the protection system CLI to creata & new active key.
Befors you begin

Ensure thet you heve the eppropriate user credentials. The security role 8 required to run these
commands.

Procadus

1.

Log into the protection system using the security role:
Username: <security affice usex>

Fmﬂmmmﬂlisunu:;iy pificer password>

Creete B new Bctive key:

# filesys enceypticon key=-nanagar kKeya creste
Ortput that is gimilar to the following appeara:

Hew encrypiicn key was successfully created.
The filesystem most be restarted to activate the ned key.
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Results
A new acthve key |5 created,
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Maodity the state of an existing key In the KeySecure Key Manager
Uze the protection system CLI to modify the state of an existing key to & deactivated state,
Bafore you begin

Ersura that you have the appropriste user credentias. The security role is required o run these
COMmmands.

Procedurs
1. Log into the protection system using the security role:
Upername: s

Pasgword; <gecurlity offlecer pasaword>

2. Modify the state of an existing key:

# filesys encryption key-manager keys nodify{ckey=id> | muid <key=
muid>fstate deactivaced

For example;

§ rilesys encryption Key-manager kays nodify moid
TA0ET 1L AT AARCOEdRG2ZELTEAADI BACABCA4 STAACEDSIACESE42VAZNIL4FZEDDY] atate
deactivated

3, Dutput that is similar to the following appears:
Eey state nodlifised,

Results
The state of an existing key is modfied.

Set or reset a key rotation policy in the KeySecure Key Manager

Use the Date Domain CLU to et the key rotetion policy on the Data Domain systam to pericdically
rotete kays. Mote that the rotation policy is specified in weeks and months, The minimum key
rotation policy increment i one week, end the maximum key rotation policy ingrement s 52 weeks
{or 12 months),

Before you bagin

Ensure that you heve the appropriate user credantiate. The security role le required to run thesa
commands.

Procadura

1. Loginto the Date Domain system using the security role:
Uswrmame: sac

Papsword: caacurity officar pagIWoerd>
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2, Gat a key rotation podcy for the Tirst time. In our exampde, we will set the rotation policy to
three weeks:

i filesys epceyption key-manager set Key-rotatlom=policy
{evmry <n> (woaks | months] | none)

For examphs:

t filesys encryption kay-manager set key-robtation-policy ewery 3 wesks

Outpoat that is similar te the Following appears:

Key-rotation-palicy is set. Epcryption key will be rotated every
Weska,

tal

3. Subsaquently, run this command if you choose to change the existing key rotatien policy. In
our exampla, we will change the rotation policy from three weeks to four months:

(1) |Note: Log into the Dats Domain system using the security role (where Username is ===,
end the password s the <securicy offloer passwords ).

# Tilesye mnoryption key-manager ceget [kay=rotation-polioy)
For example
fileays encryption key-manager set key-rotation-policy swery 4 months

Cutput that iz similar to fhe fallewling appears:

Bey-rotation—policy is sei. Enceyptien key will be rotated evercy 4
nonths,

4. Displey the current key rotation policy, or verify that the policy is set correctly:

¥ Illesye encrypticn key-—manager show

Output that g aimilar ta the falloWwing appairs:

The curpent key-manager configuration is:

Bey Manager: Enabled

Sarirer Type: EeySecure

SEower: <IP address of EMIP server>
Bort: 5696

FlpsS—mnodea s enakilad
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Starus: ftnline

Ery-class: <kay-class>
FHIP=uask; EMIP weername>
Eey rotation peripd: Z months

Last kay rotatiom date: 03514217 03718 2018
Hext keay rotation date: 01:0LzQ0 O5/17 2014

Results
The key rotation policy is set or changed.

How the cleaning operation works
Encryption affects the performence of cleaning cperations when date encrypted with the
Compromised or Marked-For-Destroyed keys is re-keyed uging the Activated-RW key.

At the end of the cleaning operation, there will ba no data that is encrypted with the Compromised
or Marked-For-Destroyed keys. Also, ary data written by the cleaning cperation is encrypted with
the Activated-RW key.

Key manager setup

Follow the imnstructions for the type of key manager you are using.

For more information about SafaMet KeySecure Key Manageor setup, see the 00 OF ang Gamato
Keyecure fafegralion Guwie,

Eﬂﬂiﬂg up KMIP H'Bﬁl' manager
With KMIF support, a protection appliance can retrigve symmetric key objects that are used for
data at rest encryption from KMIF key managers,
Procedure
1. Set up a KeySecurg instance with IP addrass <iP1x.
2. Create and instad an S5L server certficate on the KeySecure,
3. Enable KMIP by navigating 1o Device > Key Server.
Ensure <IP1> is the address that is used and Port is <Port> and the server certificate from
Step 2 ia used.

4, Create g certificate signing request (C3R) for the system on the protection systemsDD VE
ar Liruee computar.

. Log in ta the protection system.

b. kzzua the command adminaccess certificate cert-signing-request
gJengrarl .

if the commeand ks successful, it genarates tha fis
certificatasigningRequest . oy, Which it located in Sddvar focarcificatas)

By default, NFS exparts do not have permigsions to accees the certificates folder, even to a
root usar.

¥ moant ldcbddve: fddwvar /mAtsODVE
¥ od Jont/DOVE/certificateay

baak: ed: JmatSOIVE/eertlficates)r Permisslion denied
% 15 =al Smnt/DDOVES

total BDOZOZ

dEwSE—ar-x 23 oot stafltl 40%6 Apr 10 DE=32 .

Dall ERC GO0 OS5 Adminktration Gusde 507



DO Encrypian

drwir—xc-x 26 rook poern 4086 Oct 24 123118 ..
=ITWEr-®E=M 1 roaok staff 180 Apr 10 08: 36 .bashro
druirssc=x I root staff 4098 Rug 18 2016 benchmark
drwsr-sr-x J root staff 4098 Apr 4 15:49 pacerts
drenEvsc—x I root staff 4036 ApY- 4 12:50 cdes
dewxrws—— 2 vagt ataff 4096 fpr 11 2017 sartificates
dewxrwer=1 3 root statf 4996 Jul 1 2016 corm

5. Take this CSR and have it issued./signed by the CA on the KeySecure,

If the command is successful, it generates the flle Certificare3igningRequest, car,
which is located in /ddvar/oertificatess.

B. Downicad that signed cortificate (x.508 pem file] on to the protection system and use the
private key of the CER to create a pkea# 12 file.

Renameczr to cen in the file nema.
Uownlcad the raot CA certificate from the CA of the KeySecure (Security > Local CAs).

8. On the protection system/D0 VE, use adminzcress CL toinstall the pkes#i2 cliant
certificate and tha CA certificate. Use application type as keysecure.

9. On the KeySecure, create a symmetric key with AES-258 as the algorithm and key length.
a. 5et the owner 10 the usar that will use as KMIF on the protection system./DD VE,
b. Select the Fxportahnl = option.

€. Under Security > Keys » Attributes for the key, ensure to set Application Namespace
to DO_DARE_KEYS. Ensure to set Application Data to key-class that you are planning
o use on the protection system/DD VE.

0, Userilesys encryption key-manager set command toconfigure ALL the
parameters to Bccess the keyvsecure key manager.

1. Enable the external key-manager by using the command £ lesys sncryptlion key-
mARAZRT enable,

12, Enable encryption by using the commands £ 1 lesys encryption enableand rilesys
rea2tATL.
This action restarts the file system.

3. Keys should be sutomatically retrieved from the keysecure key-manager should be seen in
the local kay table,

Sample output of locel key table for £l lesys enoeyption kays ghowt

Brtiwve Tiar

L Y Etutm Siom

id Lk [ T - O
L | #th Dt 0000 Sl i

o

FIELHED 1IN YT TFTRBL AL ALL B4 AFE R T | P LIOMEPCHIN 1 TPETTADE LY Actuvaced- B a

ek

® Fanbocosp sa=s jx bassd on et sisaniny = Tes Feb 14 p0:02:42 2807,
The current active key is used to enarypt any data being ingested,
14, Syne thi koy Statas.
a, On the keyveecure web interface, create a new active kiy as previously described,

b. On the keysecure web interface, deactivate the old key by clicking the key and going
uncer thia Life Cycle tab. Click Edit State. et the Cryptographic State to
Deactivated, Click Save.

15. On the protection system, syn the kocal key table by running the ©1ilesys encryption
kews svoc command.
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Samphe output of local key table forfilesys encryption keys show!

Actyiew Toar:

E=y L3 ala Eilw

1d MEITE AT -
[+ 1 &% [z L s a
0.1 ISMEMHETIIEFITTRCIBLEDTFAAS IEA4F B4 TADL T IDOBEDCICD LA TRIFSIE 1B Deaar Lwsbesd d
0.1 ISR T S FETERRCAIF TR ML DI IBTS TAORTEFEDAR DQRESS4ETA TR Aot orswd - B ]

= Pont-crmp maigE (e mad an Jewr oless sy of Tas Fsb 04 [0 12095 20LY

'E' Mote: Keys can be marked as versioned keys. When 2nd and 3rd versions of a specific
key are generated. KMIF gueries currently don't pick up these keys and may De an issue
If that key is being used by a protection ystem or DD VE,

Changing key managers after setup
Modify settings for the Embadded Key hManagar.
Before you begin
To manage certificates for g system, you must start DD System Manager on that system.
Procedure
1. Select Data Management » File System = Encryption,
2. Under Key Management, chck Configure.
3, Type your security officer username and passward,
4

. Select to eneble or disable key rotation. |f enabled, enter a rotation interval between 1-to-12
months. Select Restart the file system now, and chck DK,

5, Click Manage Cartificates to add certificates,

Deleting certificates
Select a certificate with the correct fingarprint,
Procedurs
1. Select a certificate to delets.
2. Click Dalate.

The system displeys & Delete Certificete dialog with the fingerprint of the certificate to be
delated,

3. Click OK.

Checking DD Encryption settings

Chick the settings for the DD Encryption Meature,

Click the Data Management > File System » Encryption tabs. The currently used Key Maneger iz
shown as Enabled. For a description of the DD Encryption settings, see the section about the
encryption view.
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Enabling and disabling DD Encryption

After configuring DD Encryption, the status s enebled and the Disabled button is active, When DO
Encryption s disabled, the Enabled button is active.

Enabling DD Encryption

Use the DD System Manager to enable the DD Encryption feature.
Procedure

1. Using the DD System Manager, sedect the protection system you are working with in the
Mavigation panel,

2. Inthe Encryption view, click the Enable button.
3. Both of the Tollewing options are avallable:

* Select Apply to existing data and click OK. Encryption of existing date will sccur during
the first cleaning cyele after the file system |5 restarted,

* Select Restart the flle system now and click OK. DD Encryption will be enabled after
the file system is restarted.

After you finlsh
{D| Mote: Applications may experience an interruption while the file system ia restarted,

Disabling DD Encryption

Use the DD System Manager to disable the DD Encryption feature,
Procedurs

1. Using the DD System Manager, select the protection system you are working with in the
Mavigation panel.

2. Inthe Encryption view, click the Dizable buttan.
The Disabla Encryption diglog box s displayed,

3. Inthe Security Officer Credentials area, enter the user name and password of a security
officer,

4. Select ona of the following:

+ Select Apply to existing data and click OK. Decryption of exiating date will eccur during
the first cleaning cycle after the file system is restarted.

*= Select Restert the file system now and click OK. DD Encryption will be disabled after
the file system is restarted,

After you finish
[’I}|Hﬂta: Applications may experience an interruption while the file system is restarted.
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Locking and unlocking the file system

Use this procedure when an DD Encryption-enabled protection system (and its axternal storage
devices) are being transported, or if you want to lock a disk that s being replaced, The procedure
requires two accounts: Security Officer and System Administration roles,

Frocadura

15

2,
. §

Select Dats Management > File System = Encryption .
In the Flle Syatern Lock area, the Status shows whether the file system is Locked or
Linocked.

Dizahls the fila systam by chicking Disablad in the File Systom status arma,
Use the procedure to bock or unlock the file system.

Locking the file system

To lock the Tile system, DD Encrypiion must be enaliled and the file syatem must be disabled.
Procedurs

1. Select Data Management > File System = Encryption and click Lock File System,

Im the text fields of the Lock File System dialog box, provide:

s  The username and password of @ Security Officer account {an authorized user in the
Security User growp on that protection system).

 The current and a new pessphrasa.

Click OK.

This procedures re-ancrypts the encryption kays with the new passphrase. This process
dstroys the cached copy of the current passphrase (both in-memory and on-disk).

()| Mote: Changing the passphrase requires two-user authentication to protect against the
poestbity of a8 rogue employes's shredding thae data,

/| CAUTION Be sure to teke care of the peesphrase. If the passphrass s lost, you will
imever be sble to unlock the file S‘ﬂ‘tﬂl‘l‘lﬁ‘lﬂ acoess the data, The data will be irmevocabily
lgst,

Shut down the system;

S EALTION De not use the chassis power switch ta power off the system. Type the
follewing sommand at the command prompt instead.

# syatem poweroff The ‘system poweroff' command shuts down the
system and turos off the power. Continue? (yes|inol?) Inol:

Transport the system or remowve the disk being reploced.
Power an the system end uss the procedure to unlock the file system.

Dall EMC DO 02 Administration Guide a1



[0 Eweryption

Unlocking the file system

This procedure prepares an encrypted file system for use after it has arrived at its destination.
Procadure

Salect Data Management = File System = Encryption and click Unlock File System.
Im the text figids, type the passphrase that was used to lock the file system.

Click Ok

Click Close to esit.

E

It the passphrase is incorrect, the file system does not start and the system reports the
errar, Type the correct passphrase, as directed In the previous step.

Changing the encryption algorithm

Reeet the encryption algorithm if necessary, or select options te encrypt new and existing date or
juat mew dats,

Procedurs
L Select Data Managamant = File System » Encryption

<, Tochange the Encryption Algarithm used 10 encrypt the protection system, click Change
Algorithm,

The Change Algorithm dialog box is displaved. Supported encryption algorithms are:
» AES-128 CBC
* AES-256 CBC
» AES-128 GCM
* AES-Z56 GCM
. {E[?:Em encryplion algarithm from the drop-down list or accept the default AES 256-bit

Tha AES 256-bit Galoia/Counter Mode (GCM) |s the most secure algarithm but it is
signifizantly slowar than the Cipher Block Chaining {CBC) modie.

41}| Mote: To reset e algorithm to the default AES 256-bit (CBEC), click Feset vo dotaut.

4, Determire what data will be encrypted:

* Toencrypt exsting and new data on the system, select Apply to Existing data, Restart
file system now, and chick OK,
Existing data will be encrypted during the first cleaning cycle efter the file system is
restarted,

{1 | Mote: Encryption of existing data can take longer than a standard fie system ciean
operatian,

«  Toencrypt only new data, select Restart file system now and click DK,

5. The status is displayed. Click Close when the process s complete.
{D|Mnta-' Appllcations may experience an interruption while the fie syavem is restarted,

a1 Dell EMC DD O Administration Guide
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D&AL Technologies

Specification Sheet

EQUIPAMENTOS DELL
EMC POWERPROTECT
SERIE DD

A, gere 00D tem os medhores equipamenios de armazenamento de
protecao, gue 530 a uilima geracao dos modelos Dell EML Data Domain

A serie DD oferece uma solucdo rapida, segura & eficiente olimizada
para a proteclo de dados multiclowd e demandas futuras

A gériz OD compreands o= DOER0G, DOB400, DOEL00, DOE400,
DD3300 & um eqguipamente definido por software com PowerProtect DD
irtual Editicn (DOVE].

OO3300 D400 DDESOn DoE40a DOSEa0
Throughput més. AlG 4.2 TR £lé 12,7 TBh Ané 15 TRIb A 28 TBH b4 &4 TR
Thrinagif peit mdximg - % 7 ; R T
||_:‘D B_U-Q'B_ll_ AiE T O TEY Al 2T 7 TRk s 33 TEN Ale 57 THM ARE B4 THR
Capacidades [bgics’ A4 18 PB Al11.2 PB Bié 18T BB b 455 PR ALE 97,5 PR
Capacidade Mgica 3 i . o ¥ =
I:l:l'l'll'.'lﬂ_l-lill.lﬂ Thes .ﬁ.l:-u--l-.EF"E J-I.e-_:-li.ﬁ. o A 58 1 PR Ae 1408 PB Ak 203 FB
Capacidads il +TB adZ TB BTEAITETE 24 TH a 288 TR 192 TEa THE TE STaTEA N SFB
Capacidade 01l 2 o e n 2 :
com & Claud Tior AN DA TH &y 518 TH Al BE4 TH A 2.1 PB Ald4 5 FB
g Sh5dadTEe EASdedTHE EASde 3 TH & aAb e THa
Gaveta E540 L 7200 BPM 7200 BPM i £.200 REMA
i SASded4TH & SASde S TH & SAS da B TH &
Gaveta DEED T N 7200 REM® T 200 RPN T pan FE
Gavela F25 s, MiA 550 de 3ATE? 550 de 30 TRT 55D oa 3.8 TH

| Cagaviiacs WQCE BASasdd e desdupnoeon o el 50 veres [DUAI0D &, romaimanie, desdupicepio am 55 vees (oofd), OO0, DDG400 &
DOA000) sam base Na cAmMEacansn oe fadas aulm assshda por Temware, sammaimante 30% o mes cor TH am comparagds com a geracdo antemor
A capaciande & o throughped de falo gependenm da canga de fabalho de spdcabivas, dn descupicagdo e oo cuires canfiguragies

"SOmaniE e conBIUracad OF &t dSpoONTIRe Em U configuracla aeckdle, as S50% esho no confraladon  Esies sisiemas s40 compalivals oo
uma configevardo alva'am esgova ce aka dspanihifrade’ DOGGGD DORL00 & DORLGG

PR TS i el DerE Dedhios am rasy do [Rivice

L2021 Dell inc. ou suas subsidianas



Banara|

DD3azno DDe400 DDEs00 DD2a00 DOS%0g
" h:‘rr::: 1 porta de gerenc 1 pora da garanc, 1 porta de gevene. 1 ponla degerenc. 1 porta da gesenc
4y 1043 BASE-T dx 105 BASE.T 4 10GBASETou  4x 100 BASE-T ou
RS S ¥ o 4 5FP+ 10G 4 5FP+ 100
4 5FPs 100G 4 8FP+ 103
Sistema do meda A PlBCA TOGBase-T A J aniradas oe Abe qualn 106G A quats 105 #ibe qualng 106G
opcignal Com placas de  PoOR fer negosacia  qualro perias 100 base-T e quatrn base-T de qualia base-T de qualro
Ers awamahica para 3 Bage-T gue pocdam  porias, e poden  poras, que podam paftas (indusive
suporie a 1 GoE pasaar par ser afcnegociadas ser suloregocisdas IntegUAGES), que
negociacin pEadarsupotea T para dar suparis 3 podam fer
BLIC nies ooem automalica para GhE GhE autoregociadas
duas pOrmas op 808 Beiem campatives pars dar aupare g 4
10 GBE: dptica tam 1 GEE &hé qualro SFP+ Alg quatro SFP+ GaE
103 o & porfas 100G de 4 portas
HEA FC dnigo cam A inés eniradas de {rclushes {inchisive Abe quatra SFP+
guatmo porias de 16 quavn porias 100 inlegradas) Inbegradas) 1003 de quatrn
Giops SFFs (inclusive pexrlag
inlegradas) Al irhs SFP+ 250 Ao ks SFP+ 250
' det dues poras de dups porlas Ad g SFP
fika rds SFP+ 250 280 de duas poras
e cuids porias ffe inds HBA FC e e ras HEA FC da
168 Gl de quatno 16 Gt quatr Ald gusto 100G de
AlR UmB podla dupla porias partas duas porlas
Fibra Chanms com
HBA e 18 Ghile AlE quatra HBA FG
de 18 S de guaio
pomas
Dbaaon DDE400 DOESI0 DDS400 OO9s0d
4 350sB discos . ; :
Peso (libras) 16HDDs: T3l rigidoa: 75 B 8 280s T3 b #5508 T3k 4 550 110 18
1T 208" g 15" 1IT1"= 208" =3 8° 1T =206 = 3,5" T n20 6" 35 174 32,07 % 5.2¢
Démonsdes  Unidades de race Unidadies e raca Unidages de rack Unigades de rack EI% 3 unidades de rack
Elade 7 U EladeZ U ElA de 2 U da 2 U ElA
i 4 550 d
incrs )
08 8 130200 2 240 V-, 1E HDOs: 420 W, rigidos: 524 VA B 5E0E: T4 WA 1 5505 84T VA 4 5808 1117 WA
SUED He
Classificaglo tdrmica & 5508 discos
1' L} e - .
peatey OO s iGwans O OSDS 352 WAMS  BSSDE 635 Watls 4 SE0s: 1101 Watts
Classiicagao 16rm 4 5508/ dacos ; :
I8 8 HODE: 1480 gtk & SSDs: 1.201 buh . Ham L b~
{tumh} 1,780 BTN
Tomporaturalattituds 10°C 8 35, W'C a3, 10°Gads g, Cadsc, et [
operacionais®  25°C 3117 pés 35°C 8 3117 péa IEC 2117 pes 3EC a3 117 phs 35°C 8 3,117 pée
Tomparatura nie
cional [da -H0°C a =85 "C -40 S p =85 G -40*G 8 +85 "C -40°C a+84°C A0 L3 +65 0
G (40 Fa+148 F) (40 Fa+148 F) (40 F g +140 F) (40 Fa+i49 F| (40 Fa+149 F|
trans porta)
10% & B0% 10% a BO% 1'% | B
COom pann ie com paro de com ponio de ﬁ.mﬂa m:nﬂdﬂ
Umidade cparackons| condensacio cordansacio condensacio po o
I : i = condanaacdo madma  condersacic maxema
mixima & 28 C maxima & 24 "C maxima & 2 "C 2 28 C (84,3 °F) 8 29°C 34,2 'F)
[B4.2 "F} 1842 °F| (84,2 *F} : :
Ruldo acdstice
operacional [capacidede  LIWAQ T B bes 7.2 bals 7.2 bels 76 bl BB bats
de som)
Rukde acdslcs
aporacional [preasso Lpam: 67 dh &1 db §2db 56 db Mdb




Declaragao de conformidade

O squipamento da tecnologia da informacio da Dell EMC ests em conformidade com fodos 08 raquisitos
regulamentares ahealmenia aplicaveis de compatibilidade eletromagnatica, seguranga do produls & normas

amblenials, quanda colbcados no mencado.

Informagdes regulamentaras defathadas 8 a verficagio de conformidade estdo dispenivels no site de conformidade
com normas da Dell. biipidedl com/regqulatory compliancg

Software
Recursos do softwane

Global Compression™, Data Invuinerability Architecture, abrangends verficagio em linha & RAID & com paridade de
disco dual integrada, snapshols, comunicagio por Teinet, FTP, S5H, alartas por e-mail, recuperagio agendada de
capacidada, fallover & agregacio de Ethermet, Link Aggregation Control Protocol (LACP). marcacao da VLAN, aliases de
IP, DD Boost, DD Encryplion, DD Extended Retention, DD Retention Lock, DD Virtual Tape Library (WTL) (para
ambiantes operacionais IBMI & de gigiemas aberios) Os complementos disponiveis incluem: DD Boosl, Cloud Tier para
retencio em longo prazo, Cloud Disaster Recovery @ D Replicatar

Gerenciamento de sistema

PowerProlect DD Management Center, DD System Manager, SNMP {Simple MNebtwork Managemant Pratocal) @ interface
de gerenciamento da knha de comansa,

Gerenciamento de dados

MFES v3 sobre TCP, CIFS & DD Boost sobre 1G0E ou 1086E ou Fibre Channel, emuiagio de biblateca de fitas (WVTL)
sobee Fibra Channel e sarvidor de fitas MOMP



Gavela de 550 F525

Intorface outorna (heslisxpansia)

Dwige porias SAS (Sarial Atachad D251 1, 5051
com coneEdn sanal 1) 08 4 vigs & 12068 par
LG (Lini Conlrol Card, placa de controfe da
k) — L=mia poria para o oS! B oUlE para

GETE ]

Tipe de conocior

Compctores SFF-BIES [miri-SA5)
Comprimanio do cabo 5A5

Ale 5 merincs.

Unidadas de digen

gabinetes com Z5 unidades. supanes, unidades
E80 com femato de 2.5 polegadas de 3,84 TB

Dimanafas

Allura: 8,46 om (340 poi. )
Largura: 44 45 cm (17,8 pal |
Profundidade’ 33 02 om (13,0 pal |
Pesce 19,0k (22.016)
Operacional

Abmantacds (VA 187 Vi ou 138 W, [100-240
W~ 47 53 Hz)

Classiicacio tmmica: 464 biwh
Ambiental

Temperatura amidents: 10 °C & 35°C (S0°F a
85 7F)

Gradients de iempsratura: 20 *Cih {38 °Fi)

Extremos de amidade relativa: 20 a B0% =am
corcensagio

Elavagho -16 & 3,050 m (-850 & 10.000 pés)
Temperatura ndo cpamcional (e ranspona)

Temoeraturs amblante, 40 “C 8 65 °C (40 °F &
148 F)

Gradiania da tergernstuna 20 506 (38 Fih)

Limidade selaliva: 10% a 0% sam
condansacac

Alfyra: <16 a 10800 m {-50 @ 35.000 ps)

Gaveta de expansio DS60
Intartace exiema (hostespansio]

Partas quadruplas SC51 1| {545) A cam
conexdo saral g 12 Ghis por Placa de comircle
de link {LOC) — Metade da cada parts eld
bioqueada, permiingdo o uss de canechres
mini-3A3-HD padrio - uma poda & ueads paa
@ congxdo o8 hesl @ & oulrs & Lsada para
Expansdn.

Tipe de cosector

Conactores SFF-ROBE (mini-BAT)
Comprimente do cabd SAS
A& 5 melros

Unidades de dieco

Gabinetes de 51 unidades por gavela de
gxpanado DE00, com superie a unidadas de
baixo perfi com 1 pol, de sfurs & modelo de 3,5
pol.

Oppfias de uritade: SAS (12 Ghit's), £ TR au B
TE

Cirthrys Goes

Agura: 22,23 e {B.75 pol.} SU (bandeg de
geranciamanie de cabos die U mais 14}

Largura incluingd raits. 44 45 cm (17,50 pol.)

Profundidade (samente chassl): 57,63 cm (M4 5
pal )

Profunddade maxima {otamenle configuradis)
S92 45 om (38,4 pal )

Fesor 90,7 kj (225 010 (<om FRLUS inslalades)
Oparacionad

Abmeniacdo: THE Vi ou TTD W (Z00-240 ¥ =,
47 a 53 Ha)

Clasedicacio irmica: 2627 bl
Amibiemtal

Temparahurs ambienla: 5 °C 1o 40°C (41°F a
T4 %)

Graderda de mperetura; 10 20 (18 *Fi)
Extremas de umidads relaiva: 20 8 0% aem
ponderascio

Ebrvaiia 168 2300 m {-50 a V.500 péa)
Temparaira nde aparacicnsd (g8 FERspee)

Temperaiura ambiense: -0 25 a 85 20 [-40 F a
145 °F]

Eradients do wmiparatura: 28 08 (45 Fih)

Uimidage relativa: 10% & 90% w&m
corplensagino
Aura: - 18 a 10800 m {-50 a 18000 pés)

Gaveta de expansdo ES40
Interface sxberna (hostisxpansia)

Duse ponas SAS (Beral Attached 5C51 11, SCS5I
com conaxdn sanal 1Y) da 4 vias & 125005 por
LCE [Link Coatrel Cad, pleca de controle da
fri) = uma potta para o host @ Qulrs para
BALArES

Tipa the conecior

Coneclares SFF-Z088 imini-SAS)
Comprimants do eaba SAS

Al# 5 malnas
Unidadas de dinco

gabinaies de 15 uredadas, suponies, unidakes
A5 de fmmats de 3.5 palegadas, 4 TE e 7,200
Fam

Dimeonsdes

Allura; 13,33 em (5,25 pal )
Largira: #4445 cm (17,5 pol.|
Prafundidada: 3% 55 cm (14 pol §
Fean: 30,8 kp (88 ib)
Oipragicnad

Afmantaciio (VAY 272 VA ou 233 W, (100-240
W~ 4T @ B3 Hz}

Classfcacio wemica: 753 bhah
Ambdznial

Tamparatura ambiersa’ 107C 8 35 °C {80 F a
25 =)

Geadients de lemparstura: 205G (35 Fih)

Extramos ga umidade relaliva: 20 a4 B0 sarm
eordensacio

Elpvacie -16 a 3.050 m (-30 & 10000 pésy
Temperatura nio cpamacional (da ransporia):

Temparawn ambente: -40 =C a 657G -0 F a
148 =F)

Gradianie da lemparatura: 20 “Ch (38 *Frh)

Umidade relalive: 109% a8 S0% sem
condensacio

Allura. -18 8 10800 m [(-50 & 35. 000 pés)



Rack série DD
Configuracio de energla

A almentagio padrio é monofisca, o a
apcaaal & Fitdsce

Dais daminios de almentagao (base &
estendida), ambes redundantas

Hdmero de ertraddas de AC

Cuas ou quatng (DOPA00 monalasica da
alla disponibibdade com 4 DEED ou
DORaDDOSE00 de alla disponibilaass
oo 5 D560)

Tipos de plugue

LE-30P, SEPAIZ2, JI2PEW, 37E008, LT-
30, 60308, C5-BAGEC, OPEAUIT, 3 pontas
grm eklreda ou 3 ponins em astrala com
condutones méveis

Capacidade de alimentacdo da PDU
manofésica, 24 &, 200-240 V-, 5000 Hz

Irifdsica, AW =G, 40 A 200 & 240 W~
5060 Hz (3P-Defa)

infésica, 3W+ N + PE, 24 A, 200 a
Zd0 W=, 3080 Hz (3P-Wye)

Dirmismnabes

Capacdads da rack dispanival de 400
Aura; 1908 cm (75 pal.)

Largura: 64,1 e {240 pol)
Frofundidade: 98,2 om 38,0 pol.)

Peso [vaziok 173 kg {380 b)

LIm rack 4200 oe 80 o x 1200 om
também esta disponivel

Salba mais sobre a
’{{ﬁ série DD

| ]

Entre em coniato com um
especialists da Dl Technologies
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Data Sheet

DELL POWERPROTECT
DD SERIES APPLIANCES

The ulbmabe proteckon slorage applance

DO seres anables arganizations to protect, manage and recover data &l
scale across their divarse envirenments. 0D sanies is the nexl genaration of
Key benefits Data Domain appliances, that are now settng the bar for data protection fram
edge to core bo choud DD genes provides the ecosyiiem suppon, effliciency,
paweirhil data protection and clouwd-enabled capatilities that custamers have
come 1o expect and appreciate from Calta Domain and takes i o the newd
Iy

e s i The DO Sperating System (DDOE) s the intelligence thal powers DD series
o Fri et S 4 P TPt it provedes the agility, security and reliability that enables DO series to deliver

hegh-apesed, scalabbe, Bnd indusiry-leading multicloud protection storage for

backup, archive. and disaster recovery. DDOS integrates seamilessly with

exisbing infrastructures, enalbling ease-of-use with leading backup and

archiving applications, and offers superior performance in conjuncicn with

Defl PowerProtect Dala Manager and Data Proteclion Suite. When

e =) purchasing a new DD series applance, you can now consume DDOS as a

Indugtry-legding multichoud subscnplion providing flexibility far daployment whibe Frinmizing ussfrant

" costs

asl. seciira, and eficianl

proTEciion
s Sofware-gafinad profechon sy Fast, secure and efficient data protection

i claud with DD series minimizes the risk of data loss and leverages the value of

l thkc | protected data, while mesating ever more demanding SLAs and increasing
i ot : RO DDOS drives DO series bo deliver up to 38% faster backups and up to
45% faster restores al higher compression levels,*™ This improved ievel of

by oo B compression efficiency trpically increases the logical capacity by up to 30%
' T Hialh _ o per TB"
i Giopd 0D series can now scale up to a physical capacity of 1.5PB in a single rack,
# I oY theraby ublizing minimal fioor space and lowering power and cooling by up o
Operational simplicity 41% *** By employing denger disk drivas, DD senes has lowared the réguined

B Barwierin Kb ki rack space by wup to 35%.

9=y ) : OO serigs provides up to an additional 2PE of clowd capacy for long-term

- = retention, with Cloud Tier
R S L T - LD senes supporis high availability within the single rack. By doing so, OO

Lo e saries can further reduce the total cast of ownarship by reducrg downtima in

Energy efficiency on Dall the unlikely event of a hardware failure. DD series delivers high speed

Slorage netwarking connectivity with suppart for 25G0E and 100GhE network

L] il i EdﬂpTE‘.-E

Bamad o7 Twi wierrsd imeerg el Pkl mermeicy Sele ey ST0T
----- g an Dl rewmel |GG creTpanisd 15 o

O 2023 Dell Ing. or ds subsidienes



Smart Scale for PowerProtect appliances

Organizations must cften manage muitip’e data centers and cloud environments, add, upgrade, and retire protection
storage infrastructure, accommodate new evelving applications and oplimize capacity and performance. Not an Basy
task but one that Dell is helping companies overcome with Smart Scale. Smart Scale allows you to manage up to 32 0D
series appllances in & single system pool under a unified name space driving down management complexity while
increasing storage efficiency. Smart Scale is deployved frée of charge through our single pane of glass management
console, PowerProtect DD Management Center. Smart Scale is supporied on the DDS500, DDS400, DDES00. DDB400
and DOVE on-prem. For software integration we suppont Dell PowerProtect Dala Manager, Dell NetWorker, and third-
pamy Dackup applications. Smart Scale miroduces mobile storage units providing flaxibility and transparent mokidty of
backup data in each poo!

Instant access and instant restore

Instant access and instant restore dedivers high performance of Vs with up to 100K IOPS with the ability 1o instantly
acrcess up to B4 VMs simuitaneously

Instant access #nd instant recovery save time, minimizing mean time to repair (MTTR), by enabling instant access to
data from the backup image on the included DO series SSD drives. |t aleo saves primary sicrage space with the abilidy 1o
manage dala on the appliance itself and lowers cost by better utilizing the physical resaurces in both the data protection
as well as the production environments

In case of & failure or disagter recovery in a virualized environment, DD series can spin-up production-orented Vs
immadiately within the appkance tsalf By doing so, the customer can confinue their daily routine without EXPETEMCInG
any downtime, while the faibed VMs are restored to the production anvirenment,

Data Invuinerability Architecture

DD series is designed as the storage of last reson = providing you with the confidence that you can always reiably
recover your data The Data Invuinerabdity Architecture is built into DOOS and DD series to provide the indusiry's best
defense agasnst data loss. Infine write and read verification protects against and automatically recovers from data
integrity issues during dala ingest and retrieval while RAID-B and hot spares protect against disk failure.

Capluering and commecting L0 errors inline during the backup process eliminates the need to repeak backup jobs, ensuring
backups complete on ime and satlisfy service-level agreements. In addition, unlike other enterprige arrays ar file
systems, continuous faull detection and self-healing ensures data remains recoverable throughout s ifecycle on DD
siries. End-to-and data werification

End-ip-end deta verficatlons reads dala after it is writien

and compares it to what was senl to disk, proving that it is

Ganerata Warify :
Chackaasm Dt reschable through the ke sysiem to disk and that the data is

Vesify i flis mot corrupted, Spechically, when DDOS receives a write
: I-::;:ﬁmmu regues| from backup sofbwera, i computes a checksum over
the data. After analysing the data for redundancy, it siores
- T the new data segments and all the checksums, After all tha
dala Is wniten o disk. DOCS verifies that it can read the
m werify siripe entirg file from the disk platier and through PowerPratect
inbegrity OO, and that the checkeums of the data raad back malch

the checksums of the watlen data. This confirms the data is
carrect and recoverable from every level of the system.

End-to-end data verificaton



Comprehansive DD senes portfolio

Backup ingest Upw112TBMr Upto 7TO0TBRr Upio 27.7 TER  Up o X3TEMr  Up o STTEr Uy 1o 94T Bhr
DL Bonst)

Logical Capacty  Ug lo 4 BPB Up 1o 1.6PB Upte 11.2FE  Uplo 1B7PB  Upln498PB  Upto 97 .5PB
[wiBctive Tier)
Usabie Capecily 1TB-96TB 4TB-32TB BETB-172TH 24TB-288TE 192TB-THATE STETE-1.5PB
[wiActiva Tier)

Logical capaciy hased on up o 50y deduplication (DDE300) and up to G ded vplication (DO6E00. DD6200, DDB400, DDEE00) bated on additianal
hardware-asaisted dala compressian of v 1o 109 betier Than previous generation, Aciusl cepacky & tughput daperds on appScation warkioad
dedusiicalion. and olfsr gelmngs.

Seamless integration

DD series integrates sasily with existing infrastructures, enabling esse-of-uge with leading backup and archiving
applications, and offers superior parformance in conjunction with PowarProtect Data Manager and Data Protection Suite.,

DO series can simultaneously suppart multiple access methods including NFS andior GIFS, VTL, NDMP and D Boost™
all applications and utilites can be suppored in the same DD series at the same fime to enable greater protection
storage consolidation. & sysiem can present dself as a file server, offering NFS, CIFS access aver Ethernet; as a virtual
tape library {WTL) over Fibre Channel; as an NDMP tape server over Ethernet; or as a disk target using application
specific inferfaces like DD Boost. DD VTL is qualified with leading open systems and |IBM| enterprise backup
applications,

Industry-leading multi-cloud protecton

DO series simplifies and obtaing operational efficiencies including resiliency and scale as you grow in any cloud
enviranment — private, public and hybrid. DD serieg supparts the most extensive cloud ecogystem - AWS, Azure,
Vidware Cloud, Google Clowd, Alisaba Cloud, and Dell ECS to deliver excellznt in-cloud data protection at reduced
costs. DD serias can nativaly tier dedupticated data to any supported cloud environment for long-term retertion with
Cloud Tler. DD series provides fast disaster recovery with orchestrated OR and provides an efficient architectura ta
extend on-premises data protecticon with lowered Gosts.

PowerProtect DD Virtual Edition and APEX Protection Storage for Fublic Cloud

PowerProtect DD Virdual Edtien (DDVE) and APEX Protecton Storage for Public Cloud leverage the power of DDOS o
daliver software-gefined protection storage on-premises and in-cloud. DDVE and APEX Prolection Storage are fast and
simple to downlead, deploy and configure — and can be up and running in minubes.

DDOWE can be deployed on-pramises on any standand hardware, conmverged or H]'PET-EEIH'-'EFQ‘EIﬂ. and runs in Vidware
vEphere, Microsofl Hyper-Y, and KVM. DCOVE is also certified with WxRail and Dell PowerEdge sarvers. An assessmen
toal can be ren during deployment 1o check the underlying Infrastruciure and ensure [t meets recommended
requirements. A single DOVE instance can scale up 1o 38TE.

APEX Protection Storage runs in-cloud with AWS, AWS GovCioud, Vidware Cloud, Azure, Azure Govermnment Cloud,
Alibaba Cloud, and Google Cloud. APEX Protection Storage can scale up to 256TH

Within DCWE and APEX Protection Storage, capacity can aasily be distributed belween virtual sysbems andion [Soslions
and can scale in increments af 1TB allowsng you 10 grow capacity as the business demands. DOVE and APEX Protection
Storage maintain the core DDOS features and include DD Boosl, DD Encryption and DD Replicator, DOVE and APEX
Protection Storage can be configured and managed using 0D System Manager and cepntrally manage multiple mstances,
an-prerdsey and in-coud. through PowerProtect DO Manageament Center.



Long-term retention and disaster recavery in-cloud

With Cloud Tier DDOS can natively ller data to a public, private or hybrid cloud for long-term retention, Only unigue dada is sen
directly from DD sedles 1o the clowd and data lands on the eloud object storage already deduplicated. It supports AWS, AWS
Gov Cloud, Azure, Googhe Cloud, IBM Clouwd, Alibaba Cloud, Seagste Lyve Claud, and Dell Elastic Cloud Storage (ECS). With
deduplication ratios of up o 85x, storage footprint is greally reduced lowering overall TCO. Cloud Tier can scale up to 3PE af
ueabhe capacily, With DD Encryption, data in the cloud remains secure. Cloud Tier works with DDVE for on-prem deployments.

Cloud Disaster Recovery (Cloud DR) allows enterprises to copy backed-up VNS from their on-pramisss DD seres
erviranments bo the public cloud (AWS, Vikware Cloud on AWS, Azure) and to orchestrate DR testing and failover of worklnads
to the cloud in a dssasier scanario with end-io-end archestration.

Dperational simglicity

DD series is very simple 1o install and manage resulting in lower administrative and operational costs. Administraters can
access DDOS through command line over SSH or through DD System Manager, a browser.based graphical user interface

Multiple DD series appliances can be managed and mondored through a single mierface, PowerPratect DD Manapement
Center. or DDMC. Custamizable dashboards provide wisibility into aggregate siatus, status by geo, and the ability 1o drill-cown
1o system:level details. DDMC can now provide insights info current and projected capacities at the sysiem level for DD series
and legacy Data Domain syshems allowing for enhanced forecasting and capacity mansasement. Role-based access allows
different levels of access via assigned user roles for various levels of expertise within the orgenization. Simple programmaility
as well a2 SNMP moniloring provides additional management fexibility. DOMC offers a pre check option before scheduling a
DDOS upgrade to make sure your environment is compatie with the update. Once the pre check i complete you can
schedule a one-to-many upgrade allowing you to schedule multiple DDOS upgrades as opposed 1o oneto one updates
Cenfiguring mulfiple DD series appliances is simple with DOMC by allowing you to create and agply configuration templates o
your appliances. With cyber-attacks and threats on the risa, DOMC can provide compliance alerts when a system's
configuration is cut of compliance in the event of a DDOS upgrade falure the appliance will aulomatically defaull back to the
previous O5 release minimizing system downlime and allowing for continuous backup eperations

In addition, DD seres has an sulomatic cal-home system reponing called auto-support, which provides email notification of
complete system status to Defl support and a selected list of administrators. This non-infrusive aderting and data collection
capabilty enables proactive support and service without administrator intervention, further simpifying ongoing managemen

DD sevies appliances are now integrated with Dell CloudiD, CloudiQ provides proaclive insights and pardformance analytics
across supporied storage, data protection, and hyper-converged products thraugh one L1,

DD series software add-ons
DD Boost

B0 Boost sofiware delivens an advanced level of integration with backup applcations and deta base willibes, enhanzing
performance and ease of use. Dell also provides a DD Boost File System Plug-In (BoosiFS) with DD Boost for even greater
application suppor, which enables all the benefits of DD Boost for applications thal use NFS for data protection. Rather fhan
sanding &ll data to the system for deduplication processes, DD Boost enables the backup server or application client fo send
only unigue data segrments across tha netwaork to the system

0D Replicator

DO Raplicator software provides automated, policy-based, network-efficient, and encrypted replication for disaster recovery and
mult-site backup and archive consclidation. DD Replicater soffware asynchronously replicates only compressed, deduplicated
diata over the WAN. Cross-gite deduplication further reduces bandwidth requirerments when muitiple sites are replicating to the
same destinalion system, This improves network efficiency across all sites and reducas dally network bandeddih requirements
makimg network-based replication fast, refiable and cost effective. To meet a broad set of DR requirements. DD Replicator
provides fiexible replication lopologies. such as full sysiem mirraring, bi-directional, many-to-one, one-to-many, and cascaded

Future-Proof Pragram and Dell Technologies APEX

The Future-Proof Program i a customer facing program that gives our customers additional peace of mind with guaranteed
salisfaction and investment protection through a comprehensive set of world class fachnology capabilities and programs for
future technology changes. DD series paricipates in this Future-Proof Program. DD series |s part of the Dell Technologies
APEX program allowing for flexible payment oplions inclsding pay as vou go, pay 2% vou use, and provided a5-a-Sanvice
afferings

e Leam mare akbout @l
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Executive summary

Executive summary

The Dell EMC™ Data Domain ™ Oparating System (DDOS) is the intelligence that powers Deldl EMC
PowerProtect DD series appliances. DD series encryptian software enables organizations fo enhance the
sacunity of the data that resides on DD series appliances usng industry-standard encryplion algorthms. DD
sarigs encryplion software protects backup and archive data that is stored on DD series appliances with data
encryplion that is performed inling before the data is written to disk. The Encryption at Rest feature satisfies
internal governance rules and cormpliance regulations. |t alao protecis against the reading of customer data
on individual disks or disk shelves that are removed from the system due to theft

D0 Replicator with encryption enables encrypted data to be replicated using collection, directory, MTree, or
application-spacific managed file repication with the vanous topologies

This ¢ocument delails DD series data encrypfion features which provide the folowing banafits:

»  Protect against unauthorized access if disks are stolen from the system
=  Protect the system during transpar from unawthorized access
« Meet [T governance and compliance

Audience

This technical white paper s intended for Dell Technoiogies customers, pariners, and employess. It describes
the DD serias encryption features of DOOS, and detalls how they can be usad to securely manage, protect,
and recover data

4 Dall EMC PowerProtect DD Series Appiances: Encryplion Sofwarne | H18539 DLl



0D serias encrypbon sofbware overdiew

1 DD series encryption software overview

Diata encryption protecte wser dats if the protection systern g stalen or i the physical starage media i lost
during trarsit. It also aliminates accidental axposure of a failed driva i It i5 replaced. When data anters the
proteciion system using any of the supported protocols (NFS, CIFE, DOVTL, DD Boost, and MDMP fape
server), the siream is segmented, fingerprinted, and deduplicated igkobal compression), |t ke then grouped
into mudti-segment compression regions, ocally compréssed, and ancrypted before being stored o disk.
Once data ancryption is enabled, the DD Encryption feature encrypts all data entaring the appliance.

&

P

Sgcure Data | Pt Encryption

hanagement

Key Management

E integrat
and Data integrity i

Figure 1 DD senes encryplion softwars cvenisw

DD sares encryplion software provides the fallowing benafits:
s Secure data management

- Encryp! all data stored on a DD senes deduplication storage system

= Protect data from thefl or loss af the systam, dsk shelves, disks, of factany relurnad disks

- Easily implement encryptian fo satisfy mternal govermence rules and complianos regulalions
- Mee! comphance ne=ds using industry-standard AES-128 or AES-256 encryplion algonihms
- Use RSA BSAFE FIPS 140-2 compliant cryptographic libraries

= inlire EI'H:I':,I'I:I‘[I{!II'IZ

- HReaktms, immediate data encryption with compression
= Siream-Informed Segment Layoud (SISL) architecture used for opbimized encrypdicn
- Software-based approach requires N extra hardware

= Hey managamant and data intagnty:

- Robust proftecton against accidental key loss
- Pazsphrase pratection ol encryption kiys
- Data Imasdnerability Architecture (DIA) with dual-dighk parify RAID &

5 Deall EMC PowerProtect OO Senes Appliances: Encryplicn Softwars | HIBEES Bl



DD senes encryplion software cverview

= Easy Infegration

- Buppaorts leading backup &nd archive applications
= Buppers leading enterprise applications for database and virtual environments
- Alitwe simultaneous wse of WTL, NAS, NDMP, and 0D Boost

A Encryption types offered by DD series encryption software
Trere are three tepes of encrypbion offered with- 0D senes appkances

«  |nling ancryolicn of data at rest using the DD Encryphon feature

¢ Encryption of data in-flight using DO Replicator soffwane, which s usaed for replicating data between
Sibes cver the WVWAN

+  Encryplion of data in-flight using DD Boost software, using Transport Layer Security [TLS)

1.1 Inline encryption of data at rest using DD Encryption
D0 Encryplion provides inline encrypiion, As data Is ingested, the strearm & deduplicated, comprassed, and
encrypied using an encryplion key before il is writhen 1o the RAID group. DD Encryption uses RSA BSAFE
libraries, which are validaled acconing 1o the Federal Infarmation Processing Standands (FIFS) 140-2

Encrypted
Nata at Rest

Figure 2 DD Encryplion ovanmew

Encryotion s not enabled by default, When enabled, the Embedded Key Manager (EKM) = in effect. DO
senes appliances also support exdemal key managers (SafeMNel KeySecure and Vormetric Dala Secunily
Manager) that are compliant with the Key Management Interoperability Protocol {KMIP). External
Cerificate Authority (GA) and host cedificates ara required 1o set up SafeNel KeySeduns ey Manages
(KMIPY. You can reqguest these cerificates from third-parly certificate autharities or creste them using the
approgriate OpenSSL utility. IF encryption 5 enabled on Cloud Tier, only EKM is supported.

B Dall EMC PowerProlect DD Seres Appbances: Encryption Softwane | H1E85549



DY series encryption sofhware overlesw

1.1.2

You can select one of wo clpher mades, Cipher Biock Chaining (CBC) mode or Galois/Counter mode (GCM),
to best fif youwr security and periormance requireamenta. GCM is the most secure algorithm, bul it is slower
than the CBC mode. Tha system alsa uses a user-dafined passphrasa fo encrypt that key befora it is stored in
multphe locations on disk, The sysiem ancryption key cannal be changed and is not accassible to a user
Without the passphrase, the file sysiem cannot be uniccked, and data is not accessibée, For more information,
see the document Dell EMC DD 0SS Version 7.3 Admenistration Guide (may reguire loging

Encryption of data in-flight using DD Replicator

Encryption of data in flight encrypts data that is being trarsferred weing DD Replicator betwaen two DO saries
appiiances. 1 uses AES 256-bit encryplion to encapsulate the repheated data over the wire The encryption-
encapsulation layver is immediziely removed when it fransfiers to the destination system. Data within the
payload can akss beé ahcryplad wsing DD Encryption.
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Figure 3 DD Replicator vensew

0L Replicator

D Reglicator provides automated, policy-based, network-efficient replication for disaster recovery, remaole-
affice data proteclion, and mulisite tape consoddation. DD Replicator software asynchronously replicates onfy
the compressed. deduplicaled data over the WAN or LAN dunng the backup process, making rehwork-Dased
replication fast, refiable, and cost-effective,

For erwiranmants that do not wse a VPN for secure connectione between gites, DD Replicator can securefy
encapsulale its replication pavioad over SSL with AES 258-bit encryplion. This ability enables secure
transmission over the wire, 8 process also known as encrypling data in flight

Encryption of data in-flight over NFS

MF5v3 and NFSw4 support Kerberos v5 profocol with integrity checking using checksums (krbSi) and
Kerbercs w5 protocol with privacy service (krbSp) for integrity and privacy, respectively. However, there are
performance penallies for encrypban

Ozl EMAL PowerProfect DD Senes Apphkances: Encrypbon Software | H13559



DD series encryption software overview

1.1.3  Encryption of data in-flight with DD Boost
The DD Boost profocol can be used with or without certificates for authentication and encryption of data. The
use of certificates was introduced to offer a more secure data-transport capability

In-Right encryplion ensbles applicatiens ta encrypt in-flight backup or restore data over LAN from the SYSIEM
When it is configured, the client can use TLS to encrypt the session between the cient and the system If TLS
with certificales is used, the specific suites that are used are DHE-RSA-AES128-5HA and DHE-RSA-
AES258-5HA for medium and high encryption, respectively. If anonymous TLS is used 1o encrypl the Session,
either of these options is used: ADH-AES256-SHA, for the HIGH encryption option, or ADH-AES128-SHA for
thve MEDHUM encrypdion oplion.

Figure 4 DD Boost cvensew
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OO Encryphion tonfguration

2 DD Encryption configuration

Use the following steps to configure DD Encryption

1. To enable data encrypbion, in DD Systern Manager, chck Data Management > Flle System > DD
ENCRYPTION and click Configure

Pldaie

Mo
Limbpoes

¥ T HEp ) Hok zanfigure?

Fnakisd o runrirsg: 0 wesin, 4 deps. 71 foary 3O reivaries

2 Enter the system passphrase to enable encryphan

Configure DD Encryption

S Dl EMC PowerPratect DD Sanes Appliances Encrgplion Softwamn | H1855% Dl L



DD Encryption configuration

3 Inthe Configure DD Encryption window, use the Algorithm drop-down menu o select an
encryplion aigorithm or accept the default AES 256-bit (CBC). The AES 256-ba GCM is the most
gacure algorithm, but it is slower than CBC mode

By checking the Apply to existing data option, the existing data will be encrypted during the first
cleaning cycle afier the file system is restarted. Encryption of éxisting data can take longer than a
standard file-system-cleaning operation

i+ Dl EMG PowerPratect 0D Seres Apalances: Encryplion Saftware | H1E558 DRl



0D Encryption configuration
4, Inthe Change Key Manager window = Key Manager section, selec one of the following options in
the Type drog-down menu:

- Embedded Key Manager
- HeySecure Key Manager (SafeMet KeySecure Key Manager)
- DM Key Manager {Data Security Manager Key Manager)

Change Key Manager x

|j|_'1 i 1 Fiwt, o iirai! Soflae (% @ierpples: bey bimm 03 o gl kil

Sacunity Officer Credanhals

Pyl
ey Manage
Emisedtied May Manaps
K Hay W
sy FoERc et ey heoure Hay Warage:
DS Koy Manager
Seiyn e gy iesy 7
L Tk Tebih - all

B
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DD Encryption configuration

5. When the encryption is enabled, by default the Embedded Key Manager is in effect after the file
systerm |5 restaried. You can enable or disable key rotation. if enabled, enter a rotation Intersal
between 1 month and 12 months

Embedded Key Manager configuration

KeySecure Key Manager configuration
EHECE

D5M Eey Manager configuration

12 [l EMG PowarProtect DD Seres Applances. Encryption Solware | HI35528 Ll



OO Encryplion configuratian

%, Review the configuration confirmation pege, end cick Finlsh

7. DD Encryptian is now successiully configured with Embedded Key Manager

tiguns O Encrypbcim Statys

Tl
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DD Encryption configuration

2.1 Enabling and disabling DD Encryption

2.1.1  Enabling DD Encryption

Fallow this procedure to enable the D0 Encryplion featurs

1. InDD System Manager, use the Mavigation panel o salect the protection systam,
2. Inthe DD Encryption view, click ENABLE

i ! SUMMARY DD ENCRYPT N CEART

(e EMAEE

il BT TR

3. BSelect one of the following options and click OK,

- Apply to existing data: Encryption of existing data occurs during the first cleaning cycle after the
file system is restarted.
- Restart the flle system now: DD Encryption is only enabled after the file system is restaried

Mote: Applications may experience an infermuption while the file system is restaried.

14 Dell EMC PowerProtect 00 Senes Appliances. Encryption Softwamns | H1855% Deirl L



OO Encryption configuration

212 Disabling DD Encryption

Foliow this procedure to disable tha DD Encrypton featurs:

1

2.

I DD System Manager, use the Havigation panel 1o select the protection system
In tha DD Encryption view, ciick DISABLE.

3 Har TR D EMCRFET0M

AT

The Disable Encryption window displays.

In the Security Officer Credentiale area, enier the username and password of a security officar
Sefact one of the following and click QK.

- Apply to existing data: Decnyplion of existing data cccurs during the first ceaning cycle after the
fila systam is restaried.
- Restart the file system now: DD Encryplion s only disabled after the file system s restarted

16 Dl EMC PowerProtect DD Senes Sppliances: Encreption Softears | H18555 i
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Key management

Encryptm keys determine the output of the eryptographic algorithm. They are protected by a passphrase,
which encrypts the encryption key before it is stored in multiple locations on disk. The user generates the
passphrase which requires bath an administrator and a security officer to change it

A key manager controls the generation, distribution, and life-cycie management of muttiple encryption keys A
protection sysiem can use either the embeddad key manager or KMIP-complaint key managar such as
SafeNel KeySecure or NextGen or Vormetric Data Security Manager. Only ane key manager can be in effect
at & time. When encryption is enabled on a profection system, the Embedded Key Manager is in effect by
defaut If the SafeMet KeySecure Key Manager is configured, it replaces the embedded key manager and
rermans in affect until it is disabled manuailly.

Embedded key manager

The embadded key manager provides and generates multiple keys internally, although the system uses anly
one key at a time to encrypt data coming into the systerm

The embeddad key manager rotates keys, supports a maximum of 254 keys, and allows you to specify how
long & key will be in effact before it is replaced. The key rotation of the ambaedded key manager is managed
on the profection system,

KMIP-compliant external key managers: KeySecure and Data

Security Manager

CD series appiances support @ KMIP-complant key manager: KeySecure vE .5, vB 9, vB. 10 and vE.12.1:
MeuiGen v1.% 1 and v. 10 from SafeNet or Gemalto; or Data Security Manager (DSM) 8.3 fram
Thalea’vormetric. To use a KMIP key manager, users must configure both the key manager and the
protect:on system or DDVE to trust each other, A protection system refrieves these keys and their states from
the key manager after establishing a secure TLS connection

You can encrypt file-systemn data (active tier only) by configuring KeySecure, NextGan, or DSM as the key
Manager You may manags keys from DD senes appliances and configure a key-rotation policy for weekly o
monthly automatic key rotation, You cannat enable external key managers (which include KeySacure,
MextGen. and DEM) on systems that have encryption enabled on one or more doud units, similar to Key
Secure,

See the document KMIP Inteqration Guide for DD OS for more information about how 1o create keys and use
them on & protection sysiem.

Key manager support
All key managers suppon all DDOS file-sysiem profocols

Replication

When configuring proteclion syetams for direciory or MTree replication, configure each sysfem separately.
The two aystems can use either the zame or a diferant key class, and the same or differant key managers.
For collaction-replication configuration, you must configure the protection syatern on the source. All replicated

Dell EMC PowerProledt DD Senes Applances: Encryptan Software | H13555 DL



Key managanmarnt

3.3.2

17

data is encrypted with the key set on the eource. Mew data that is written 1o the destination after a raplication
break uses aithar the last actve key 58l on the source of 3 new key If the key manager is configured.

Embedded key manager setup

When the embedded key manager is selected, the prodection system creates its own keys. After the key-
rotation palicy is configured, a new key is automatically craated at the next rofation. To disable the key-
rofation policy, cick the Disable bution that i associated with the Key-rotation status of the embedded key

manager
Create an encryption kKey:

1. Click Data Manageamant = File System = DD Encryplion.
2. Inthe Encryption Keys section, click Create,
3. Enter the securily officer username and passwond,

A new protection system key s created and activaled immediately
4. Click Create.
Destroy an encryplion key:

1. Click Data Management = File System = Encryplion
2. Imthe Encryption Keys section, dlick the key In the list io be destroyed
3. Clhck Destroy,

The system displays the Destroy window that includes the tier and state for the key

4. Enler the securty officer usemame and passward,
5 To confim desiroying the key, dick Destroy.

You can delete key manager keys that are in the Destroyed or Compromised-Desiroyed siates. However, you
can delste a key anly when the number of keys has reached the maxirmum limi of 254 limit. This prosedurs
requires sacurity officer credentials

Delete an encryption key:

1. Click Data Managemeant > File Systern = Encryplion
. Inthe Encryption Keys saction, click the key or keye in the list to be deleted.
3. Click Delete.

The systemn displays the key to be deleted, and the tier and stata for the key.

4. [Enter the sacurity officer usarname and passwond.
5. Toconfirm deleting the kay or keys, ciick Delete.

Ded EMC PowarProtact DD Saries Appliancas: Encryplion Softwarns | H1B550 DLl



Key managament
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3.4

]

Setting up a KMIF-complaint external key manager (KeySecure and DSM)
OO senes appliances support external key managers by using KMIP, and centrally manage encryption keys in
& single, centralized platform. Note the following:

»  Wihen applicable, you ¢an precreate keys on the Key Manager.
*  You cannot enable a KMIP key manager on systems that have encryption enabled on ane or more
cioud units,

Using DD System Manager to set up and manage a KMIP-complaint key manager
Fo@ow this procedure o create @ key for the KMIP-compdaint key manager;

1. In DD System Manager, scroll down to the Key Manager Encryption Keys tabla.
2. Click Add to create a new key manager encryplion key.

a. Enter the security officar usemame and password
B, Click Creabe

A new KMIF key is created and activated immadiataly

Configuring the KMIP-complaint key manager
Follow this precedure to configure 8 KMIP-complaint key manager

1. Chck Data Management > File System = DD Encryption

2. Inthe Key Management section, click Configure. The Change Key Manager dislog box opens,

1. Enter the security officer usernarme and password.

4. Inthe Key Manager Type drop-down meny, click KeySecure or DSM. The Change Key Manager
information appears,

5. Setthe key rotation policy

4. Toenable the key-roftation poicy, click the Enable Key rotation policy button
b Emer the aporopriate dates in the Key rotation schadule fiekd,
£ Inthe Weeks or Months drop-down menu, selact the duration for the palicy and click QK

Key manager setup
Faor mare information about seting up SafeMNet KeySecure or (e Thalesvarmetric DSM Key Manager, see

the section “Setling up KMIP key manager” in the document Dedl EMC DD 08 Version 7.3 Administration
Guide,
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File system lock

4 File system lock

You can enabile the file sysiem lock when the DD-Encryption-anabled protection systern and its axternal
storage devices are being transported, or to lock B disk that is being replaced. This procedure requires two
roles: security officar and system administration.

Follow this procedure to lock the file system:

1 Chcx Data Management = Flle System = DD Encryption
2 Inthe File System Lock area, click Lock.
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2. Inthe Lock File System window, enter the feflowing and click QK

- The usarname and password of a security officer actount (an authorized user in the Sacurdly
Lizar group on thal protestion systam)
- The current and a new pessphreass

This procedure re-encrypts the encryplion keys with the new passphrase, This process desiroys the
cached copy of the current passpheass (both in memony and on disk).

4, Shut down the system
S, Transport the SYsErm Or remoyve 1he cesk Deing replaced
&, Power on the system and use the fallowing procadure to unleck the file system,

Follow this procedure to unlock the file system:

1. Select Data Management > File System > Encryption and click Unlock.
2. Inthe taxt fialds, tbype the passphrasa thal was used to lock the file system

3. Click OH, and click Cloge to exit,

Mote: If the passphrase is ncomech 1he fle system doss ol start, and the syslem repons the amor, Ender the
carrect passphrase as directed in the previous stap
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Changing the encryption algorithm

5 Changing the encryption algorithm

If necassary, you can reset the encryplien algorithm. Also, you can select options fo encrypt new and existing
data, or encrypt only rew deta.

Follow this procedure to change the encryption algaritam:

1 Chick Data Management > File System > Encryption
2. Tochange ihe Encryption Algorithm used to encrypt the protection system, cick Change Algorithm

The Change Algorithm window displays the supporied encryption slgonthms:

= AES-128 CBC
- AES-256 CBC
- AES-128 GCM
=  AEE-2EG GCM

3. Selact an encryption algarithm from the drop-down box, or accept the default option of AES 266-bit
{CBC).

The AES 256-bit GCM is the mosl secure algarithm, but it 5 slower than CBC mode.

Mote: To reset the algorithm to the default AES 266-bit (CBC), click Reset to default

4. Determine what data wil be encryptad;

- Tao encrypt existing and new data on th system

| Click Apply to Existing data,
i, Restan the file system.
il Chick QK.

. Existing data will be encrypted during the first cleaning cycle after the file system is restarted,

Mote: Encryption of existing data can 1ake longer than a standard file-system-clean operation,

= To encryph anly mew data, cick Restart file system now and click OK,

&, The status is displayed, Click Close when the process is complete

Note: Applications may experience an interruption while the file system is restarted
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DD Encrypton with DD Replicator
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6.1

6.2

6.3

21

DD Encryption with DD Replicator

DD Replicator can be used with the optional DD Encrypticn feature, enabling encrypled data to be replicated
using collection, directory, or MTree replication,

Repicafion contexis are alwvays authenticated with a shared secrel. That shared secrel 18 used 1o establish a
sassion key wsing a Diffie-Hellman key exchange protocal. That session key is also used to encrypt and
decrypl the protectan system encryplion key when sppropriate

Collection replication

In collection repkcation, the source and destination must have the same encryption configuration because the
destination data is expected to be an axad replica of the source data. In particulas, the encryption festure
musl be turned on or off at bath the source and destination, If the fealure s urned on, the encrypbon
algarithm and the system passphweses must also match, The parameters are checked during the replication-
association phase,

Durmng collecton replication, the source fransmits the data in encrypted form, and transmits the encrypton
keys 1o the destination. The data can be recovered at the destination because the deslination has the same
passphirase and the same system encryption:key

Mobe: Collecton replication is not supported for cloud-ter-enabled systems.

MTree or directory replication

I MTree or direciory replication, encryplion configuration does not have to be the same at both the source
and destination, Instead, the source and destination securely exchange the desbnation’s ancryption key
during the replication-assecialion phase, The data is re-encrypted at the source uging the destination's
encryption key before fransmission to the deslination

If the desftination has a different encryption canfiguration, the data transmitted is prepared approgpriataly. For
exarmple, i the feature is turned off at the destination, the source decrypts the data, and it is sent 1o the
destingtion as unencrypied

Cascaded replication

Ir a cascaded-raplication topology, a replica is chained among three systems. The last system in the chain
can be configured as a collection, MTree, or directary, If the fas! system iz a collection-rephcation destination,
it usas the same ancryplion keye and encrypted data as its source. if the last system is an MTrae or directory-
replication destination, it uses s own key, and the dala iz encrypled al ds source. The encryplion key for the
destination at each link ks used for encrypticn. Encryption for syetems in the chain works the same as ina
reglication pair
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DD Encryption and Cloud Tier
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DD Encryption and Cloud Tier

OO Encryption can ba anabled at three levels: system, actve Yer, and cloud unit. Encryption of the aclive tier
is only applicable if encryplion is anabled for the system. Cloud units have separate confrols for enabling
encryption. Follow these steps to enakde DD encryplion for clowd wnits

1. Chck Data Managemant > File System > DD Encryption.

Note: If ne encryplion icense is present on the system, the Add Licenses page is displayed,

2. Inthe DD Encryption panel, perform ane of the following actions:

= To enable encryplion for Cloud Unit ¥ ciick Enable.
- To dizable ercryption for Cloud Unit X, click Disabla,

Mote: You are prompted 1o enter security officer credantials to enable encryption.

Enter the security officer Username and Password.

Optionally, check Restart file system now

Click Enable or Disable, as appropriate.

Im the File System Lock panet, lock or uniock the file systern.

Im the Hey Management panel, click Configure

I the Change Key Manager window, configure the security officer credentials and the key manager,

(- B S

Note: Cloud eneryptien is allowed anly through the Embedded Key Manager. External key managers are nol
supporiad

8. Click O
10, Use the DD Encryption Keys panal o configure the encryplion keys.

If encryption i enabled for the cloud tier, any data written to the clowd or buckets is encryptad using the
Embedded Key Manager (eKM) keys. The data is encrypted on the DD series appliance bafore it is written to
the eloud. These is no end-to-end encryption, but data 1% always encrypted throughout the data mavamant,

If the encryption is disabled on the cloud tier, data is decrypted on the DD series appliance before it ks serit
over 8 TLS connection 1o the cloud. If the encryption is enabéed on the doud-provider ide (for example, using
ECS native encryption), the data is encryplad when i reaches that end point. Similarly, the data is decrypted
at the endpoint and is transmitted over TLS when # is recalled or read from the DD series appliance.

Note: When using an embedded key manager. only the newly ingesied data is encrypted. For example,
encryption occwrs for data that is ingested after embedded encryption is enabled, unless you run the Apply
changes command. This command converts or encrypts all the existing unencrypled data.
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8 Conclusion

DD series ancryption softwara provides a robust, secure, data-manegement solution that can encrypt all user
data stored on a DD senies deduplication storage appliance. It protects user data from theft or loss of system,
disk shelves, or disks, or for disks returned to factory, The DD series encryption software can help satisfy
internal governance nubes and helps with meeting compliance regulations.

LD Encryplicn helps meed compliance regulations by using industry standard AES- 128 or AES-258
encryption algarithms and the REA BEAFE FIPS 140-2 validated cryptographic libraries, it alss supports
slandard CBC and the sironger cipher mods GCM far additional secunty,

DD Encryption is transparent ta all ingest protocots and backup or archiving applications, works with alf DD
saries raphcation types,
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Tachnical supporl and resources

A Technical support and resources

Rellcomisupport is focused on meeting cusiomer nesds with proven services and suppart.

i i A pieos provide exparise that helps to ensure
mﬂm sumussw.rth Defl EI.n'IC slumg& End dm uml_ectrnn products.

Al Related resources

» Dl EMC PowerProfect DDOS Admin Guide
« [Dell EMC DD OS Version 7.3 Administration Guide
«  KMIP Integration Guide for DOOS
L]

DD OS5 7.3 KMIP |ntegration Gulde
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Execuiive summary

Executive summary

Ohiarview

Audience

Revisions

We value your
feedback

As arganizations become increasingly aware of the cybersecunity risks that threaten {Hair
mission-critical operations and their reputation, IT security has become an essential part
of enterprise digital strategy. According to the Gartner 2020 Board of Directors Survey,
cybersecuniy-related risk is rated as the second-highest source of risk for the enferprise,
following regulatory compliance risk.

According o Gariner, 40 percent of boards of directors will have a dedcated
cybersecurity commitiee overseen by a qualified board member by 2025, Curmently, anly
10 percent of companies have this type of committee This is one example of many
organizational changes that Gartner expects to see af the board, management, and
gecurity team level in responss o greater fsk created by the expanded digtal foolprint of
arganizations.

Global business refies on the constant fliow of data across inerconnectad networks, and
digital transformation has increased the transfer of sensitive data. This increased data
flow presents ample apportunity for cyber threats, exposure of data for ransom, corporate
EEMNONAGE, or even cyber warfare

Dell Technoiogies and Dell PowerProtect Cyber Recovery protect business-critical data
and minimize the impact of a cyberattack. The PowerProtect Cyber Recovery solution
ofiers a higher likelihood of success in the recovery of business-critical systems.

Cyber Recovery provides proven, modem, and intelligent protection to isolate critical data,
identify suspicious activity, Bnd accelerate oata recovery. This protection allows normal
business operations 1o resume quickly after a cyber-attack.

This whie paper is intended for Delf Technologies' customers, partners, and employees
who would like o understand the PowerProtect Cyber Recovary salution

Date Description
dJune 2021 Initial refease
| Apel 2022 Upgated white paper conbert wilh Cyber Recovery 1910 version
' August 2022 Upzated white paper conternt wilh Cyber Resavery 1917 varsion
October 2022 | Upzated white gaper centent wilh Cyber Resovwary 15812 version

Dredl Technologies and the authors of this document welcome your feedback on this
document. Contact the Dell Technologies team by email.

Author: Vinod Kumar

Wote: For nks b other docurmantation for this fopc, sea the PowerProiect Cyber Becpvery Infg
Hub.
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Introduction

Deel
PowerProtect
Cyber Recovery

PowerProtect Cyber Recovery enables aulomated workflows to augment daia protection
infrestructure with Inse data isciation, dafa forensics, anaiytics, and, most impartantly,
data recovery for increased business resilisncy. Cyber Recovery combines muffiple leyers
al prabection ard secunty ko a turnkey soluticn o provide maximurn probectan To crtical
aata

Proven and modern
Cyber Recovery
solution:

PowefProlecl CYD2r Recowry

The Cybar Recsvery solution pretects the backed-up mission-critical busingss dats and
technalogy configurations in & secure vault environment thal can be used for data
recovery. The manegement software also enables creation of writable sandbox copéss for

dat@a vahdyhon and anahtics

The Cyber Recovery wauli is disconnacied from the production netwark threaugh an
automated air gap. The vaull stores all crfical data off-nebwork to Bolate i1 from attack
Cyber Recovery automates data synchronizatan batween produtlion systems and tha
waull by creating immutabis copses with locked reteniion policies
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If & securily breach ocours, the Sacurity Officer or an admin user can manually sscure tha
Cyber Racovary vault. During this time, the Cyber Recovery softwara does not perform
any replication operations, aven [ they are scheduleq, This actlion promotes businass
regillency, providas assurance following extreme data loss o destruction, and includas
bodh business and technology configuration data to anakle rapid recovery of the
envirenment and regumabion of normal business oparations,

Deli FowerProtect DD series appliances are fast, secide, and efficiant data protection
FowerProtect DD appliances that support the Cyber Recovery solution and accommodate a unique Cyber
garies Recovery vallt.

appliances for

Cyber Recovery Cyber Recovery works with DD series MTree replication technoiogy to mave and retain

tha protectad copies of critical data in the Cyber Recovery valll Cyber Recavery supporls
up to five DO seres in the Cyber Bacowary vaull

Dell PowerProtect series appliances for Cyber Recovery

wedidicatian and ful iolemnce

Required DD series hoenges for Cyber Recovery inciude DD Boost, Replication, Retention
Lock Governance, and Retantion Lock Compliance

Dell PowerProtect Cyber Recovery: Raference Architectura




Cyber Recovery

features

Introguction

The Cyoer Recoveny solution key features mciude:;

Secure data in an izolated network with an automated operational alr gap
Paolicy-based secure copy craation, managemeant, and scheduling

Integration with Imdex Engine CyberSense software to detedt if the backup data
has been compramisesd

Robust REST AP framawork that enablas analyics wilh artificial intelligenca
(Al and machine eaming (ML) for malware (including rensomware). Cyber
Recovery REST AP| avallability on Dall Markalplace and Siophght

Recovary assistance and the ability to export data to a recovery host aasily

Automated recovery opficns for the Net\Worker and PowerProtect Data Manager
applications

Optonal multifacior authenbeation enabled from tha Ul or command-line

intarface (CLI) to provide added protection for the Cyber Recovery software and
its resources

Informative dashboarde that show eyvstem alerts, the state of the Cyber
Recovery vault, and critical details

Ability bo fransmil ales through SMTP outside the Cyber Recovery vault
Support for high availability (HA) on DD series in the Cyber Recovery vault

Reglication window enforcement that sfops 8 sync operation if it nuns longer
than the replicaton window

Automatic retantion locking feature thal alows setting of retention Iosk with no

additicnal operation. Cyber Recovery depioyments runming DDOS 7.8 support
raplicating a Retention Lock Compliance replication on the production system Lo
the Cyber Recovery vaust

Ability 1o create 8 Cyber Recovery policy by selecting multiple MTree replication
contesxts (muttiple MTrees are only supparted for 2 PowerProtect Data Manager
palicy)

Cyber Recovery suppors subscriplion licansing modal along with evaluation or
proof-of-concept license that is vald for 80 days

Shedtered Harbor endorsement for achieving compliance weth financial
instifution data vaulling standards and cerification, planning for operational
rezilience and repovery, and protecting financial critical data

‘On-demand cleanup fram the Cybar Recavery Ul by clicking the Malntanance
tab under the gear icon in the masthead navigation

A meximun of three simultanecus login sessions for the Security Office {crao)
for enhanced securlty

Matification If a user's amall address s moddfied o i multfactor authentication i$
disabled

Dradl PowearProdect Cyber Recovery: Refarence Architactura
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Option to add & virual Ethermet adapter 1o configure a separate 1P address for
SMTF communication fram the Cyber Recovery vault if the Postfix mail transfer
agent s used

Support for recovery of PowarPratect Data Manager with Oracle, SQL, and file
sy&lam workioads

Option {o provide the lecation of the latest bootsirap backup for a faster
auiemaled NetWorker recovery

Support for the Cyber Recovery vault on Amazon Web Services (AWS),
available from Amazon Markeiplace using custom pricing

Support for the Cyber Recovery sofiware on @ supporied Linux operating
system in @ Microsofi Hyper-v environment

Support for the analyze oparation for PowerProtect Data Manager backups
{Filesystam, Witware, and Oracle) is enabled

Addition of REST AP V&, which is backwards compatibie with REST AFI VS
and V4 REST AP| V3 and earlier versions are no longer supparted

The “craetup. sb” script to perform a readiness check before upgrading the
Cyber Recovery software

Suppart for multiple DOVE appliances for the Cybar Recovery vault on AWS—
up fo 5 DDVES are supported

CyberSense analysis report can be sent to additional email addresses

Cyber Recovery telamatry feature sends telemetry informakion using one-way
ernail to Dell Technologies for ireubleshooting purposes. Telemetry can be run
on demand using CRZLI or scheduled to run with frequency of minimum of one
day and mawemum of 30 days

Cyber Recovery custom certificate support users Gan generate a Certificate
Signed Request (C3R), submi the CSR to Certificate Authority (CA) to apply for
a CA signed cenlficate, and can add it to the Cyber Recovery system

Secure reset option to reganarate the Cyber Recovery cerificates — Starting
with Cyber Recovery version 19.11, the crsetup. =h script indudes an option

that allows you to reset the Cyiber Recovery raot cartificates and encryption
keys when your deployment is compromised,

From CRCLI and AP, users have the option to:
®  Inciude or exclude files and file path from the analyze aclion

» The content format of the MTree 1o be analyzed can be specified optionally,
which is included as part of the CyberSense repert for informational

purpoEes
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Intradusion

Password expiration s set bo 30 days by default, the value can be changed 1o a
minimum of 30 days and a8 maxgimum of 180 days for all Ul users

Cyber Recovery alert services

[ R

DD series capacity alert

Gyber Recovery notifies a user if the Secure CopyiSync operation fads dus
to space issues in Vault Data Domain. If the DD system in the Cyber
Recovery vault generaies a capacity aler, the Cyber Recovery software
desplays it 3% warning or critical akert on the dashboard and on 1he Abarts
tab The threshold capacity can be set on the 0D system

P @@ & 0D
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s Alart when one o mora DD serige is down!
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Whan a DD series in the Cyber Recovery vault is down, the Cyber Recovery
software generates a crtical alert that is digplayed on the dashboard and on the
Alarts t=h. It als0 sends an ermail message to user accounts that are configured to
recedve email messages. The vault statug is displayed as Degraded (orange icon)
urdil the 0D gystem is up &nd running again,

+  Monitor Cyber Racovery services

*  Cyber Recovery 19.10 monitors its senvices in the background and alerts
every hour after initial critical alert if cne or more Cyber Recovery senvice is
down, If @ Cyber Recovery service siops, the Cyber Recovery software
disprays a critical alert on the dashboard and the Alers tab Uise the
CreEecup. sh BCTipt 10 restart the senice

D .I I— — — -
Cyber Recovery Critical Alert 1038 |"'*‘*""'
. Cybertecevery [ses s |
R - ]
Alert Message 1D . loaa |
CreanonDae | MOF2.00,77 06 2650 L — i
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| Seventy : Ertigal - .
- : & o Bt T Gl = 8 LUEESET L |
Detitiptian : (ne or mone services ane down ke - et
Femedy ]-Wlﬂ‘ilmﬂhm. mE L Lty L e |
2. Reabidt 1B parvicn uling crietup ch —sart/-stop. i b o
1 If servares do nt come up, eoMECT tuppet |
Tags | Sarviced are nob up,
| Ef_apge initn | by
' _— —

Cyber Recovery Ul support menu

Cyber Recovery 18.10 provides a new support menu for usars in Cyber Recovery UIL
Users can generate and downlosd the suppan bundle frarm Cyber Recovery LI
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CyberSanse host information in copy details

Cyber Recovery provides infarmation about the analysis Host which analyzed the copy In
the copy detalis. This infarmation helps users fo identify the Cyoer Sense details for
environments with mora than ona CyberSanse host
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Policy network interfaces

Ligars can use oth W1 for analysis or for Cyber Recovery policy but cannot use both at the
same time. For axample, only ethV0 is listed in the following figure because eth\V1 is
being used for the Cyber Recovery policy.

Dell PowerProtect Cyber Recovery: Reference Architecture



Intrecducton

S W Horl

L Ly i ,-‘_':,

Comperd Teamai

2w g Vol o v et

Filsa Turactome b b ids

P TRm ey % Cpbd

CyberSense analyze dashboard link from Cyber Recovery jobs

Starting with Cyber Recovery version 18,12, the job details section and policies/copies

section have links that apan the CyberSense analyze dashboard when a copy is found to
b sUSpicious
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CyberSense analyze dashboard

CybarSense analyze aashboand 15 a LI that was designed specificaly for Cybaraense
warkflow It pravides the ability to scope and analyze a potental attack in a single

dashixard
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Links to the Alerts and Events page

Starting with Cyber Recovery varsion 19,12, any failed jobs ihat generated alerts have
lirks 1o the “Aleris and Events” page and show the aler] detadls

]
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Cyber Recovery users and access management

Multiple security officer roles: Starting with Cyber Recovery version 18,12, the Cyber
Recovery security officer (crso) can create multiple security officer roles and manage
those accounts. The security officer nas the same permissions as the crso bul cannot
rranage e crso account

Note; Security officer users cannat create other sacurily officer users. The “Admin” role wil no
larger be able to create usars

Users’ deletion: Starling with Cyber Recovery version 18,12, ihe crso and security officer
can delete security officar, aomin, and cashboard users from the Cyber Recowery UL

Note: Ore canned add & wser with the same usamame of 8 previowsly deleted user. instaad, add
8 user ihat has & dilferent psermame

Cyber Recovery support matrix
For Gelails about compatibiity, sea the Dall PowerProtett Cyber Becovery Simple
Suppart Matrix.
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Cyber Recovery archilecture

Cyber Recovery architecture

Cyber Recovery
solution
components

Production environment— For the production side of the solution, it is taken that the
data to be protected as part of the Cyber Recovery solution s available in a format
suppaoriad by thé DD sanes and CyberSensa. The data must be stored on a DD series
MTree in the production environment

Vault envirenment—The Cyber Recovery vault envronment containg a DD senes and
the Cyber Recovery management host tha runs the Cyber Recovery software, Data from
the production environmeni enters the Cyber Recovary vault enviranment through DD
series MTree replication. This enwirgnment can also contain various recovery and
analylicsfindaxing physical or virtual hosts that integrate with the sciution.

Cybar Recovery intagrates with the [ntegrated Data Protection backup solution to
maintain mission-critical business dafa in a secure vault environment for data recovery

Server infrastructure is installed in the vault environment and is net shared with or
cannected to the productian anvinonment Keeping vaull server aquipmant saparate from
the production environment ensures that any ongoing issues [cyberattacks, operational
Isgies, and 0 on) do nol propagate into the vault emdronment

Addianal eafeguards include an automalesd cperational air gap thal provides network
isolation and fiminates management interfaces.

The sener infrasinaciure in the Cyber Recovery vault can be deployed in multiple ways:

= Discrete physical servers
*  Hyper-V, Vildware ESXi with or without WSAN
= Dell VaRall appliance

The Cyber Recovery golution includes the following components:

Production DD serles—=The source DO series containg the production data that the
Cybar Recovery solution protects.

Vault DD series—The DD series system in the Cyber Recavery vault is the replication
targel for the source DD series.

Cyber Recovery software—The Cyber Recovery software cochasirales synchoanization,
manages, locks the multiple data copies that are stared on tha 0D séries in the Cyber
Recovery vault, end orchestrates recovery, The software also governs the optional
process of performing analylics on data that is stored on the DD series in the Cyber
Recovery vault using the CybarSense feature.

Retention Loack [governance or compliance) software—Data Domain Retantion Lock
technology provides data immutability for 2 specified time, Retention Lock functionadity is
enabded based on Cyber Recovery policy configuration

Cyber Recovery management host—Cyber Recovery software is instailed on the
managament hast. This sarver is installed in the vault snvironment.

Dall PowarPratect! Cyber Recovery: Referance Architeciurs
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Gyber Recovery architecture

Recovery hosts—The Dackup application recovery server is a designated server to
which the backup application (MetWorker, Avamar, PowerProtect Data Manages, or ather
applications or combination of appiications) and backup application catalog are recoversd
Multiple servers can be deployed, depending on the recavery requirements of the
galution. The backun application recovery server k5 s@ed so that all backup applications
that are being protected by the Cyber Recovery solution can be recovered If the Cyber
Recovery solution is profecting a physical, single-node Avamar system in a production
ervirenment, a single-node Avamar system must also reside in the vaul for recovery
puUrposes.

Analyticsfindexing host [CyberSensel—Cyber Recovery is the first soludion to fully
integrate with CyberSense. CyberSense adds an intelligent layer of profection (o halp: firacd
data corruption when an atteck penetrates the data cenler. CybarSense is deployed an
the Cyber Recovery vaull envircamaent. This innovative approach provides full content
Indexing. It uses machine leaming (ML) to #nalyze the Backup copsas in the vault with
over 100 content-based sfatistics and detects signs of corruption due io ransomware,
CybarSense datects corruption with up to 89.5 percent confidence, sdemtifies thraats, and
diagnoses attack vectors while protecting the business-critical content — all within the
secunty of the vauit

dlgr=e gnd A

Cybersenss

Fipar o rocd, Rl [0 Tok gl o
Armage

Darfar irdrgrit

Anmbgpe ST DA JFRETE &
o e ot e

Enirtimuniy mon for wgnE of
ut Tl

Enhancements with CyberSense Version 7.9

e |mproved performance when indexing Dell Technologies packuos on the
PowerProtect DD server by using the DD Boost delta block AP CyberSense
gupports both performance Optimized and Capacily Oplimized backups.

s |mproved performance for the following workloads
»  For Avamar - VDK
= For NetWorker - WVMO® and file system Block Based Backup (BEEB)
*  For PowerProtect Data Manager - WMOK, file system BBB, and Exchange
Enhancements with CyberSense Version 8.0:

« An OWA deployment oplion is avaiiable

Dell PowerProtect Cyber Recovery: Reference Architecturs



Cybar Recovery architecture

e CyberSanse suppart far SELinux Linuy - SELinux can be sai to “active’ and
“Enforcing” to meet TGS requirement

»  CyberSense can be deploved on AWS using an AMI which will be shared with
customers’ AWS accounts by Defl Technologies

=  Suppor for CyberSense migration from RHEL to SLES - Migrete data from a
RHEL server to a SLES server

CyberSense analyze dashhoard - Provide a Ul that was designed specifically
for CybarSanss workfiow

Logical air gap

Tha term “air gap” implies physical isolation from an unsecure system or nebwork. Logical
air gep describes a physical connection but logical iscéation from the nefwork, The logical
air gap provides another layer of defense by reducing the surface of attack

Cyber Racowary providas the air-gappad featura to kesp the Cyber Recovery vaull
disconnected from the production network. The DD series in the Cyber Recovery vault ks
disconnected (air-gapped) fram the production network mas! of the ime and s only
connected when Cyber Recovery triggers replication.

Production Synchronize CR Vault
Air Gap

- o
&= e

The DD series in the Cyber Recowery vault is connected to the production DD serias only
during the data synchronization operation

Dell PowerProtect Cyber Recovary. Refarence Architeclure 17
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Lyber Aecavery archilectum

Cyber Recovery The reference architacture below represents Cyber Recovery solution integration with DD
integration with serigs. The Cyber Recovery solution uses DD senies to replicate dala from the production

DD saries system to the Cyber Recovery vault through a dedicated replication data link
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Cyber Recovery archdeciure

Cyber Recovery  Tha referance architeclura below represamnts Cyber Becovary solution intagration with
integration with  IDFA

the IDPA
(DP4400)

Production Cyber Recovery Vault
DP4400 DPA400

Bind with Air Gap
-
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Cyber Recovery anchiteciue

Cyber Recovery  The Cyber Recovary vault is supported on AWS starting with Cyber Recavery 18.7 and
on Amazon Web  later versions. The Cyiber Recovery solution is also supported in AWS GovCloug,
Services (AWS)
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The Cyber Recowary saftware is svailable as an Amazon Machine Image (AMI). To
deploy the Cyber Recovery softfware fo an Elastic Compute Cloud (EC2) msiance in a
Virtual Private Cloud (VPC), use an AWS CloudFarmation template.

The CloudFormation femplate depéoys all the compananis that the Cyber Recovery
salubion requires in the VPO on AVYS. Tha template creates twio private subnets: & prvate
tubnet that includes the jump host and a private subnet that inciudes the Cybar Recovery
management host and DOVE, It also configures security groups, Accese Control Lists
{ACLS), inbound and outbound rules. The vault jump host can be sccessed using a VPN
gateway o an AWS Direct Connect

Cyber Recovery software i alsc available a3 additional purchagze option through AWS
Markeiplace using custom pricing

AVVS provides VPGS security mechanisms for additional security measures for the Cyber
Recovery vault.

»  Securily groups, which protect the instances deployed in the VPC
«  Metwork access control list (ACL)

The Cyber Recovery software enables and disables access 1o a privata subnei through a
peEtwors access oontral kst {network ACL) and enables and disables access to an insiance
through security groups.

20 Dell PowerProtect Cyber Recovery Reference Architecturs
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Cyber Recovery
on Microsoft
Bzure

Cyber Recvery archileciure

CyberSense on AWS

Starting with Cyber Recovery version 18,12, Cyber Recovery vault on AWS supports the
CyberSense software, With CyberSense version 8.0, CyberSense software can be
integrated with Cyber Recovery vaull on AWS to analyze your data.

CyberSense 8.0 can be deployed on AWS wsing an AMI. On request. Dall Technologies
provides access 1o the AMI that 15 required to deploy the CyberSense software on AWS.
The A0 miest ba deployved in the sarme subnet with the Cyber Recovery managamant
host and the vault DDVE. The jump host. deployed by the CloudFarmation template as
part of ihe Cyber Racovery vault deploymeant on AWS, anables access to the CyberSenze
host

Hote: Contact Dall Tachnodogies taam to deploy CyberSense on AWS

= e

e ——

For mode details, ses the Dejll PowerProtect Cyiber Beconery AWS Depfoyment Guida,

The Cyber Recovery solution s available on Microsoft Azure. The Cyber Recovery vault Is
depioyed using the Azure Resource Manager (ARM) templata.

The Cyber Recovary vault deployment s fully automated based on the template provided
by Dell Technotogies. On requess, Dell Technologies provides access 1o the ARM
template and YV Image that are required 1o ceploy the Cyber Recovery sodtan. Tha
ARM template depfoys all the necassany Cylbar Recovery vault components,

The ARM template creates:

# The Resource Group—The Resournce Group includes all the components
required for the Cyber Recovery solutian.

Crell PowerProtect Cyber Recovery: Reference Architeciure
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Cyber Recovery archilecture

= The Virual Network (VMNell—The network that the various components use to
communicaie with each other

»  Twosubnets—The two private subnets include:
= An Azure jump host on one subnet
*  The Cyber Recovery managament host and DOVE on the other subnst

«  MNetwork Security Groups—The Network Security Groups and Vs provide a
layer of securnty for the Wiet hal acts as & virtual firewall far cortralling traffic in
ard out of the suboats.

*  VWVNed endpaints—The Wiet endpoints enable privete connections betwean tha
Wiel and supporied AZure Services.

s derdity and Access Management (IAM) rales—#Along with the Wit endoalnis,
the roles provide access fo Azwe senvices for specific Vs

. A slorage Booount—The 5-1EH'W'E| account mcludes a container far the DOWVE
storage

The Cybar Recovary management host and vault DOVE are deployed on an solated
submet and the jump host is deploved on @ separate subnet. The Cyber Recovary
maragement host and vaull DOVE can be accessed only through the jump host

For more details on how 1o deploy the Cyber Recovery schution an Azure, see the Dell
PowerProtect Cyber Recovery Azure Deplovmient Guide,

Cyber Recovery  The Cyber Recovery vaull is supported on Google Choud Platform siarfing with Cyber
on Googie Cloud Recovery 18.12 and later versions.
Platform
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Infegraling vault stornge and applications with Cyber Recovery

The Cyber Recovery software is made available as a WM image. The basic Cyber
Recovery solution on Google Cloud Platform architectura includes a singhe region, two
Virtual Private Clouds (VPCs}, and a single availability zane (AZ),

To deploy the Cyber Recovery software in Google Cloud Piatform. use a Temaform
template.

The Terraform lemplale creates:

« Two Cyber Recovery WVPCs: The WPCs include all the componants reguired for
the Cyber Recovery solution,

»  Three subnels: The three privale subnets include
e A subnet with the Google Cloud Platform jump host
= & submal with the Cyber Recovery management host and DOWVE
* A subnet with & second DDVE network interface that is used for repdication

MNate: The praduction woerkslation cannol acsess the Cybar Racivery managemant hosl directly
The Windows-baged jemg hast 15 available in the WPC to access the Cybaer Racovery and DOVE
nstancas. The menagemeant path & through the jump host.

«  Firawall rulas

The Taerraform tamplate also deploys 8 Google Clowd Platform jump host The Windows-
bagad jump host is avallable inthe VPC to access the Cyber Recovery and DDVE
metances. Tha managament path i thraugh the jump host

Back up data is stored in a storage bucksat with a kigh level of deduphcation

The Cyber Recovery deployment using Terraform does not include a VPN, We strongly
recommend that you

=  Setupa VPN
«  LUge 3 VPN gateway or Google Cloud Interconnect to access the jump host

For more details on how to deploy the Cyber Recovery solubon on Google Cloud
Plattarm, saa Dall PowerProtect Cybar Recovery on Googla Cloud Platform Deploymeant
Guide.

Integrating vault storage and applications with Cyber Recovery

Adding vault
storage with
Cyber Recovery

From the Main Manu, select Infrastructure > Assets.

Click WALILT STORAGE at the top of the Assets content pane
Click Add.

Completa the folleing fields in the dialog boxe

ot R -

Diall PowarProtect Cyber Recovery: Referencs Architecturs
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Integrating vault siorage and apphcatians sk Cyber Recovery

L=t 1) [ ]
FON o iP Aoarean [ [ 1]
Sirraje Ly (1]
Honsge Feziword

34 Porm Humaer

Tegn Sda Tag

f i rl m

5 Click Save
The Vaull Storage table lists the storage object:

Povns EFOISCT Cyber REcovery

Dwimt P oA v TLPOW w1 Amnies 5 T P bigandas L pge LR
Adding i From the Main Menu, select Infrastructure = Assets.
CyberSense with Click APPLICATIONS 2t the fop of the Assets content pans
Cyber Recovery
Chck Add.

T S ]

Complate the following fields in the dialog Do

Dall PowerProdect Cyber Recovery, Reference Architectusre



InMegraling vaull starege and applizations with Cyber Racmary
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& Click Save
The Applications tabde Este the CybarSanss applicatan

PO PFTEHBIL Lyler Bno2ialy

Adding
PowerProtect
Data Manager
with Cyber
Recovery

Adding vCanter
1. From ihe Main Menu, salecl Infrastructure > Assats.

2 Click wCantars al the top of the Assels conlan pana,
3 Click Add

4 Complete the foliowing fielkds in the dislog box and click Save

Dell PowearProtect Cyber Recovery: Referamce Anchiteciure
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Infegrading vaul storage and applicalions with Cyber Reaovery

Add vCanter Asse
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Adding PowerProtect Data Manager
1. From the Maln Menu, select Infrastructure = Assets.

2. Click APPLICATIONS at the top of the Assets contant pane.
3 Click Add

4. Complete the following fields in the dialog box and click Save.
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Adding 1, From the Main Menu, select Infrastructure > Assats.
NetWorker with 2. Click APPLICATIONS st the fop of the Assets content pane.
Cyber Recovery
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Integrabng vaul siorage and applcations wilh Cyber Recovery

3 Click Add
4, Complete the following fields in the dislog box and click Save.
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Adding Avamar Fram the Main Menu, select Infrastructure > Assets,
with Cyber Click APPLICATIONS at the top of the Assals content pane.
Recovery

1
2
3. Click Add.
4 Complete the following fields in the dialog box and click Save,
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MTree replication

MTree replication

MTres replication is 2 DD senes feature that coples unigue dala frarm the production DD
series MTres o the DD serles MTree in tha Cyber Recovery vaulf,

MTree replicaticn synchronizes data betwsen tha production emvisonment and the air-
gapped Cyber Recovery vault, Immuiable protection poinis ane craated in the Cybar
Recovary vaull. They can ba used for récoveny and analytics after being copied to @
reaciwrita DD series MTres

il Gap
Poweer Profect DD series P Profect DD serses
anplignes _-||Ir_|-_|l_-||-|_- o

i .

The Cyber Recovery software controls: data synchronization frorm the production
enviranment 1o th vault efvironmeant by DD senes MTree replication. Afier the datasets
and associated MTraas 1o be protacied by the Cyber Recovery soluton are dedermited
replicaton contexis are aef up between the production and vault DD safias.

MTree replication is designed so that all data within an MTres is rephicated secunely
between two DD senes appliances. After the initial symcironizalion is complated and aél
data |5 copled 1o the vault DD series, each subseguent synchronizaton operabon coples
arly new and changed dats segments

Creating the Raplication cantexis must be created and initialzed betwesn DD senes. The policy for tha
MTres feplication is craated on the Cyber Recovery managamant hosi
replication

HETES
i ]
. | winie |
n -
n [ ]
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Cyber Recovery The Ul displays the available policy types: Standard and PPDM
policies and

actions

Vg

Eamga

For backup software other than PowerProdect Data Manager, salect the policy Type as
Standard. The Cyber Recovery software supports DD Boost backup recovery, in addition
o NFS Dackup recoveries, far PowerProlect Data Manager Version 19,10, Staning with
Cyber Recovary version 1812, Cyber Recovary software supports up fo 32 Cyber
Recoveny policies

Mote: Backiup and Recovary Deaign Center (BROC | will help in Bssistng with the frumber al
susporied Cybar Racowery palicies in yaur gnvimanmant Contact DPADBRDCSeme oom for
infarmatian sbaud e aciual number af policies suppothed for your anvirohrmean

Im the pokcy type menw. Shellered Harbor is not enabled by defaull When Sheltered
Harbor is enabled on the system. it is then displayed in the manu
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MTrae repicibon

The following actions are availabie for all polcy types except for the Shellered Harbor
posCy Type

PowerProtect Cyber Recoveny

| [k i snbyre CHIME Y

¢ Bync Copy (Sync the data and create a fast copy)

= Secure Copy (Performs & replication, creates a PIT copy, and then retention
locks all files in the PIT copy|

Secure Copy Analyze {Performs a replication, creates a PIT copy, retention
lecks afl files in the PIT copy and runs an analysis on the resulting PIT copy)

Mate: The “Secure Copy Analyze’ action s avalable only f a CyoerSense application |5
configured. If the “Analyze” operation of the schedule shill rurs when the nexd schadula stars and

pats ta the “Anabyze” speration, # will fad bacause there can caly ba 3 single active “Analyze’
cperation for each Cyber Recavery polcy.

= Byne (Sync the data)

= Copy (Create a fast copy of data that i already on PowsrProdect DD serles
appliance in the vault emvirenment)

= Copy Lock {Locks all fles in the PIT copy)

For a Sheltered Haror policy type, the only action availabie is Sheltered Harbor Copy
[Sync, Verly, Copy, Cerify, Lock, Repard)
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Inlrastruckure service mecommendations

Infrastructure service recommendations

Searvico

The foliowing fable shows infrastruciure sarvice recommendations:

Tabde 1,

Infrastructure service recommendations

Required Noles

BE - vkl Acasreran dind Highty reeomimerding when muoliphs hodls are 0 e vl
Lyt Ripooweery' L1 sl R sconmeTa 1 s
b A trewadl, aifar o Lol Tt Tuirthme |
Esterted G U Sy | etomseccieg | LCSEL R SR o cliur inchrimn dar i
lump sarver bl = Mliows sofbmie oo other critical mandenance.
puRssd Ricommanted | . atiows mmoke scouss for ke,
- & edabie e P 0 cinck sk, n-vaull NTP
TP et Hoqurmd s T W L
Uise & hawn-key iockbox i store @ weien copy of Data Domain sysiem
Physical lockboovaull | inovs Recommanced | o uned Opian cnly i an amasgeessy.
BMTF Cutcund ""'*‘"‘"’_1:“"’“ e il ssrvices o send informaton o of fhe vaul |
STP iy marens. | Ot | Sotumrs packages ars avadirbie N Microsall and others
SHAP (GOSN SYSLOG. Data Domsn supports Doth SHME
Ouicund | Hotrecommended | coo v o e et bwy cibdauilt = |
Recommended The Cybar Recovery software enables and disables the replication Ethernet interface and
network speed the replication context on the DD series in the Cyber Recovery vaull to contral the Aow of
for DD saries data fram the producton enviranment ta the vauli environment. Tha Cyber Recovery
interfaces software manages the replication link, and the connection Is only enabled when new data

must be ingesied by the DD serigs in the Cyber Recovery vault

The replication lirk on the DD geries in the Cyber Recovery vaull uses ks own urique
Ethernal interface. For the replication link that connects the production DD series to the
DD serias in the Cyber Recovery vault, ussng the fastest link speed possible, prafarably
10 Gh's Ethermet (GBE) & recommended and supported up 1o 25 Giv's

To secure the network links thal connect the vault emisonmant 1o the production
anviranment. or amy other network, installing = firewall or other packet mapection tool on
both the DD series replication link and the SMTP link s recommended, Il s recommended
not to make use of packed inspection f a firewall s placed in the replication path. The cos!
of firewad will ba very high, and the deep packet inspection would slow the process down,

If & hyperconverged Wiiware appiance is installed in the Cyber Recoveny vault, the
Wiviware NSX Distribubed Firewsall (DFW) is a satisfactory firewall option to reduce
complexity in the vault esvircnment and protect Whware-based Infrastrichiee,
Additionally, the DFW is a potertial sofiware-defined option for protecting the Data
Domain replication link between production and vault 0D series gt near wire spesd,

The Cyber Recovery software doas nod support adding Ethernet interfaces to a Cybar
Recovery viriual appliance deployment

Chall PowerPratect Cyber Recovery: Reference Architeciure
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infrasineciuma servce recommandabons

Cyber Recovery  The feliowing figure lists the nebwark ports that Cyber Recovery functions require:
network ports

P2
o
111 TCF
J0i% TR
|47 TCF el 1]+ T 1P 1%
= s Hi-directiona et
= Dutbownd

N b

Recommended The Cyber Recovery soffware works with a replication data link between the vauli-

connections erviranment and production-anvirenment DD senes, The Cyber Recovery softwana
between DD communicates with all OO series appliances using 55H
sories

The production and vault emvironment networks are not direclly connected to each other,
except for a replication data nk between the DD series in the two ernvironments. The
replicaton data Enk can be connecled direclly or through a dedicated switch o the 0D
series in the vault environment. We recommend using the dedicated replication swilches.
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Tachnical suppart 8nd rescurcas

Technical support and resources

The Dell T, I s focused on meeting customer needs with proven
sarvices and support.

Tha Dall Technologies Info Hub provides expertise that helps fo ensure Cusiomar SUCCRSS
on Dell Technologies data protection platiorms.

Related The Cyber Recovery product documentation set includes:
resources

. [ Insialiation Guide

. o r WS De Gunde
« Dall PowerProtect f Lrure D
# Dell PowerProtect r |

i

» Dell PowerProtect Cyber Retovery Simple Support Matrix

Mote: Access to these documants might dapend on your login credentials.
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Execudve. summany

Executive summary

Owvarview

Audiance

Revisions

We value your
feedback

Deell Data Domain Boost File Systermn {BoostF S) provides a general file system interface 1o
the DD Boost library, allowing standard backup epplications to take advantage of DD
Boost feafures.

The BaostS plug-in resides on the application system and presants a standard file
system mount point to the apphcation. With direct access to 2 BoostFS mount point, the
applicalion can leverage the storage and nebwork efficiencies of the DD Boost protocal for
backup and recovery. Only simple quakfications are needed for the application to support
BoostFS. The file syatem interface makes BoostFS easy to deploy so that it can be up
and running in minutes.

This white paper is intended for Dell Technologies customers, pariners, and emplovess
who are interastad in learning about the BoostFS plug-in technalogy and the unigua
banefits that it provides,

Part number
Date ey Dascription
June 2021 H13833 Initial releass
June 2023 HT8833.1 Updated for DOCS T 11

Dell Technologes and the authors of this document welcome your feadback on this
document. Contact the Dell Technologies team by email,

Author: Vinod Kurmaresan

Contributors: Dhananjay Hiremath and Vikas Chawdhary

Mote: For links to ofher documentation for this topic, see the Data Protection infe Hub.
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Introduction

BoostFSs
OVEryiew

Advantages of
BoostFS

Imir e cHcm

0D Boost software delivers an advanced level of integraticn with backup applicaticns and
database ulilities, enhancing performance and esse of use, The BoostFS plug-in with DD
Boost provides even greater application support, which enables all the benefits of DD
Boost for data protection. BoostFS is supported and available for Linux and Windows.
hosts.

M'JE.I"I[EG applcation inmegraton
Improwes backup performance
*»  Reduces bandwidth
*  Supanor link aggregation with Cynamic
Interface G oups
+  Backyp application coningd of replicaton
Fwes application owrers conirgl of baciups

PowrerProfect 0D

Figur= 1. DD Boostand BoostFs features

DD Boost enables the backup server or apglication clignt to send only unigue data
sagrments, rathar than afl data, across the netwaork o the FowerPratact DD apoliance
This process reduces the amournt of data transfarred over the network by 30 &o B8

percent

BoostF 5 licenses are nofb included with the DD Boost licensing cption availakbie on all
PowerProtect DD senies appliances (including DDVE). BopstFS is a separate software
product that must be purchased and kcensad for the clients that i is deployed on.

By leveraging DD Boost technology, BoostFS helps reduce bardwidth, can improwve
backup times, offers lcad-balancing, allows in-Might encryplion, and suppors the DD
mauttiterancy feature set

In-flight encryption supparted through DO Boost allows applications to encrypt in-flight

backup or restore data over LAN from the pratection system. When it is configured, the
clierl can usa TLS 1o encrypt the se53:0n batween the cient and the pratection sysiem
DO 7.6.0.5 and laler versions support GCM-based ciphers in bath Boost clignt and DD

As afile server system implementation, the BoostFS workflow ks semilar to NF S but
leverages the DD Boost protocol. In addition, BoostFS improves backup times comparad
1o MFS and various copy-based solutions.

BoostFS supports single-node PowerProtect DD systems, high-avadability (HA) sysiems,
Extended Retention systems, PowerProtect DD Virlual Edibon (DDVE), and Extended
Distance Protection,

Dell Data Domain Boost File System: Deployment and Configuration
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Features of BoostF 5 features include:

BoostFS

Faster, more efficient backup: BoostFS distributes parts of the dedupheation
process to backup server or application client, offering 50 percent faster backups
arvd Pequining up to 98 parcant less nabwork bandwidth

Simplifiad disaster recovery: Applications can control the PowerPratect DD
replication process with full catalog awareness,

Advanced load balancing and failover: Transpor links are aggregated far
transparent load balancing and automatic link failover

DD Boost everywhere: The Boost File Sysiem plug-in expands apglication
suppor

Concurrent connections: The maximum numbsr of conneclicrs that can be used
simultaneously is 258, The minimum value is 54, and the default value is 128,

Compressed restore: This featura reduces bandwidth usage during the sending
and receiving of data but increases CPLU usage. When the mount optian dabocst -
read-compresslon &Sl 10 ree, data 15 comprassed on the server before baing
sent o the client. When the client receives the data, it must decompress the data
Sending and receiving compressed data uses less network bandwidth, but
compressing and decompressing the data requires a significart amourt of CPU
power. By default, the ddboost-resd-compression option s set to faise.

{ ddbocost-read-conprasslion=<true | falser

Multithreaded Boost Mode: You can specify the number of threads to vse in
muftithreaded Boost made for writing each file (the default iz 2). The =zetfing does
mak have any !-igl‘li‘ﬁl::-ﬂl'llf:ﬂ fomtboost-enabled=~fal sn, The menimum value is 0.
and the maximum value is 18,

# Ecable Boost multitheeading (default: truel

mtboost-enanled=trual false

Improved Microsoft 8GL backup performance: Starting with BoostFS 7.2 0.5
BoostFS for Windows provides improved Microsoft SOL backup performance. By
default, this feature ie disabled. This feature can be enabled by using the data-
cache=anable mount opton,

File security: BoostFS for Windows supports accass confral lists (ACLs) an fas
and directaries within the BoostFS mount point

Linux automounter: To mount file systama dynamically, use the Linws
autamaunter wilh the zutafs command. Mounts created with the automount
command are automatcally unmountad wihen not in wsa.

DD Boost features supported by BoostFS
BoosiF 5 gupports the following DD Boost fealures:

Distributad Segmant Processing
Load bafancing and failowver
Hard stream limits
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Supported
environments

Supported
applications

Configuring the
BoostFS plug-in

Intaduhion

v User authentication (Kerberos)
« Data encryption
#» Reglication Cloud Tier
*  Transpor Layer Security (TLS] amonymous authentication, which is supported to
provide encryption
BoostFS for Windows
BoogiFS for Windows requires:
# DDOS version B.2 or [ater
¢ \Windowe Server 2018, Windows Sarvar 2019, or Windows Server 2022

BoostFS for Linux
BoosiFS for Linux requiras:
«  DOOE version 6.2 or [ater
» FUSE 2.8 or |ater
Boosi FS for Linux suppaorts the following Linux distributions:
« Read Hat Enterprees Linux versions T, 8, and 9
e Cent0D5STand B
s BLUSE Linux Enlenprise Serser versions 19, 12, and 15
¢ Ubunfu 14.04, 15 20, and 22
¢ Oracle Linux versions 7, 8, and 3

The Dell DD BoostF S support matrix, available from E-Leb Navigator at

hitps felabnavigator eme comfelnfelnhome, lists the supported applications. On the E-Lab
Navigator home page, sekect Data Protection and Availability Solutions =
PowerProtect DD series appliances.,

The following figure shows the steps for configuring the BoostFS plug-in. The remaining
sections of this paper provida the details
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Figure 2. Steps o configure BoostFS plug.in

Preparing PowerProtect DD system for BoostFS

Preroquisites Engure that your environment mests the following prerequisites;

« PowarProtect DD enabled for DD Boost deduplication mus) have a unigue name
You can use the DNS name of the PowerProtect DD system, which is always
Wnicee

Al appicadion hosl sysbems musi be able to access the ey Distribution Center
(KECY. In a Windows environment, the Windows server that hosts the Microsalt
Active Directory service acts as the KDC and the domain name systam (DNS). If
{ha sysiems canmot reach the KOC, check the DME seattings al

Preparing for Prapare the envirenmeant for BoostFS as follows:

BoostFS
1. On the PowarProtect DD system, bog in as an administratve user.

2. Werify that the file system is enabled and running by entering ileays =stat

3. Verify that DD Boost is enabled by entering -t
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if ther DD Boos! i reported as digabled, enable it by entering

4, Wenfy that cstribuled segmenl processing I enabled by enfering o

If distributed sagment processing is shown as disabled, anable it By antanng

You can sef the hosiname and the domain neme on the PowerProtect DD system by
using the CLl command

Creating BoostFS user and storage unit on PowerProtect DD

introduction to
BoostFS user
and storage unit

One or more storage undds must be created on each PowerProtect 0D system that is
enab¥ed for BoastF 5. Storage unils are accessible ondy o applications with the usemame
that owns the storege unit. One usemame owns 8ach slorage unid, and the same
LSEMMAME CEN own muliple sioraoe units, FowerFrotect DD adminisiraiors can alsn uss
existing DD Cperating Systam (DDOS) CLI commansds (o creale and manage storages
units used by BoostFS

The application passes the username and password 1o BoostFS. and DO Boost passes
them to the PowerProiect DD system when attempleng io connect to the PowerProtect DD
gysbem. The PowerPratect DD system then authenboates the ussmame and passwond
Tha usarname and password can be shared by differant applications

Dl Cata Dormain Boost Fée Systeam: Daployment and Configuraticn
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Greafing BoostFS usar and storage und on PawerPmtec: OO

Creating a

Create 3 BoostFS user on the PowerProtect DD system as follows;
BoostFS user

1. Lodginto DD System Menager

DD System Manager

4. Golo Protocols = DD Boost and creats 2 BoostFS user under Users with OO
Boost Access by selecting the add icon

O Gpotam bdanapar

(] 73 karacameri

d. GSelect Create a new Local User

Add Useq A

Selact a Local User W

Select a Local Liser.

Greake & new LD-L‘.EELMI'...

SRR [ &0

——
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Creating BoostFS uses and storage unit on PowerProtec: DD

4. Emterthe reguired detads and click ADD

Add User -
et o e Lo Coggie a ngw Local g v
Jps Dl Lised

LR e e

m I:J'hr.-l

Add User Status S

Task complige

CLOSE

The new BoosiFS user, boosiuser, has been created

FHeillh
P o banggeresrs
.
. Npin i
o e . " -
g Fiodoio LT - "”_"""' AW e nE TSR R PaTeradilas e Uiy Brrmg® |
i
=y L ™ J
B Eeas
s - " T .
o BT DAL
-]
L et 1
“im i i ] L |
|
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Crealing BoostFS user and slorage unit on PawerPratect OO

Creating a
storage unit

Create a storage unit on the PowerPratect DD system as follows:

1. Goto Protocols = DD Boost, select the STORAGE UNITS fab, and than salect the
add icon to create 3 storage unit

Sw  AorTemaiteim

Kisriprmree

isath
y | ity W g
1 Eeplcaiioe I
o I Y e D
Lt at rmae Lan e T ]
L . " 3 e - f—
SR TSR 1T ST - | S s D e T =l T
e b oy an i er L [ [l o
. - - [ — [ .,
B Hsdwee

2. Enter a name for the slorage unit and select boostuser, which is the BoosiFS user

that you previously creaed
Create Storage Lina "
Mt PP S0
le n Belect b Local Lises.. i

Selert @ Loca User
Creale 8 new Loced Lser.

boitbisset [ .
Eysadmin {sdmin|

Dbt puioed salPctrasm
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InslilEng ard configuring BoesIFS agent on Windows applcation hosd

3. Click CREATE to create the BoostFS storage unit for the BoostFS user boostuser,

LAE33E SI0rAgE UNit b

ESCCeEm EwE| ..

@mm

The BoostFS storege unit BoostFS_SU has oeen created successfully for the BoostFS
Uger BOoshages

0 Heiler Kasdge

Installing and configuring BoostFS agent on Windows
application host

Prorequisitos You can install or upgrade BoostES for Windows by wsing the M5 instalier

When installing or upgrading BoostF 3 for Windows
= Lse an account with administrator rights to run the installer

= Engure that therg is enough free space to complete the installation, which requires
approximately 7 MB of disk space.

= Deactivate all BoostFS mount poits, If Arty mount points are aclive, the upgrads
and removal processes will fail.

CBFS driver

The MSI ingtaller inchudes several binary files as well 23 3 device driver from EldoS
Corporation. BoostFS for Windows uses CBFS, a software interface from EldeS that

Delt Data Domain Boost File System: Deployment and Configuration 13



Irstaling ard configuring BoosiFS agent on Windows application hoes

BoostFs for

Windows

components

Filas in
CBoostFS

enables file systems to exist in user space and nat anty within @ driver In kernal space.
This functionaity is similar fo that of FUSE on UNIX operating systems To install BoostFS
for Windows, thie CBFS driver from EldoS Corporation must be installed

=71 Windows Security =

Would you like to install this device solteare?

Tiarree: Ko Coopesibhon System denin
B pubbaher EldeS Componticn
L dorapes bruict softvaane o “Eldos Corperation”, LEFT]

T You smould cnly install direer solbware Trom pubdshen sou sl Huw wen | geogs
mheh Senie setheie i ale bo wrda il

Installation location components
The BoosiFS for Windows installation includes the following files at the installed location:

= boostfs.exe—AR executable that supports various commends including
eslablishing a BoostFS mount

= Shared libraries that anable Bocstfa. pxae
s FHESA Lockbew libraries
= Universal C Runtime Library (UCRT)

It the UCRT is already installed on the system, boostfs.exe uses the systam
version of the UCRET.

= HTML files that provide basic guidance about the use and configuration of
baoatbfs. exe

# |fnot already installed, the 2012 and 2045 Visual C&+ redistnbutables are installed

Start Menu entries

Three lnks are acded to the Start Menu under Programs > BoostFS. These links open-
* Acommand prompf al the instalied location of BoostFS
» The BooslFS help file
« The BoostFS configuration help fila

A directory s created 8t C: \Boost s, This directory is the default location for BoostFs
legs and lockbox containers, and it is the sole location of the configuration file
C:hBoostFIhboostfs, cond, The lockbox and logs directories may ba configured to ba
placed eleewhere after installation, bud the configuration file must exist in this location.
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Installing
BoostFS agent

Irstalling ard condfiguring BooslFS agent on Windows: application hosd

install BoostFS agent as foliows:

1. Log into Windows host and downioad the BoostFS agent package for Windows
fram Dell Suppaort: hitps thanaes dell.com/supportthameadan-us/product-

supporl/productidata-doman. boost-file-syglemidrivers
2. Right-chek the installer file and select Install to proceed with the BoostFS agent

instafigton on the Windows host,
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3. Chck Next to proceed with installation
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Installing ard confiqunng BoasiFE agant on Windows application hast

4. Accep! ihe End-User License Agresment and click Mext.

i itk it _— :ll-:-m1-1.'|_1|n-.| - B
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5 At the Custom Setup dialog box, ciick Next
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fnstaling and configunng BoostFS agent on Windows applicaton hast

& Click Install to procesd with BoostE S installation
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7. Clhick Install to install {he device driver.
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BoostFS agent installation on the Windows host has been completed successiully,
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Installing and configuring BoostFS agent on VWndows application hast

& Click Finish to exit the installation.
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Configuring BoestFS configuration paramaters can be spacified by wsing the CLI, the configuraticon
BoostFSs for file, or both
Windows

BoostFS for Windows configuration file

The BooatFS configuraton file is at C: \SocatFa\boost f 5. conf. The configuration file
has sections for global and mount-point-specific parameters, Mount-poini-specific
parameter values override global parameter values, If the glcbal section does not define
data-domain-syescem@nd acorage-unlt paramefers, hose parametars must be
passed {o the mount command through the CLI

Note: Faramelens thal are configured through the CLI ovemnoa condlicting values in the

configuratan file,
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imatafing end configunng BoeastFS sgent on Wndows apolicabion host
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BoostFS for Windows command overview
The Windows command prompt or PowerSnell can be used o issue BoostFS commands.

The BoostiFS installation includes a shortcut on the Start menu o open tha command
prampt in the directory containing the executable. During the instafiaton process, the
insialter can automatically add the Iocation of the executable fo the PATH emvronment
varnable s0 that there |s no need to specify the path when issuing BoostFS commands. IF
this option is mot chosen dusing Installation, the location can be manually added iater

BoostFS BnostFS has two authentication apbions:
authentication
FSA Lockbo
methods ;
w  Kerberos

RSA Lockbox-based authentication

RSA Lockbox is the default password manager for BoostFS for Windows. Te use RSA
Lockibax, the otkbox must be configured by using the boost s lockbox s=t
command,

Sharing a BoostFS fackbox fite on multiple clients

Sharing & common lockbox file enables you to create a single management point for
BoostFS clients to access BoosiFS mount poinis on PowerProtect or Data Domain

Rystems

Dell Data Domain Boast File System: Deployment and Configuration
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Installing ard configuring BocstFS agent on Windows appiication hast

A common (ockbox e can be created for all BoostFS clents from a pamary client. By
using this feature, you can avoud creating a separate lockbox file for each unique BoostFS
clhent,

The primary client is the client from which the shared lockbox is initlally created. Because
some operations can be performed ondy from the primany clisnd, record which client is the
primary.

The easiest way to share a lockbox file is to store it in a network share that is accessible
by all clients that use it

Kerberos-based authentication
BoosF S for Windows supports the MIT impiemantation of Kerberos authentication as an
alernative 1o RSA Lockbox authentication
The primary entites involved with Kerbaros authentication are
= BoostFS client
= An Active Directory server acting as the Kerberos Key Distribution Center (KDC)
+ PowerProtect DD systems running DDOS version 5.0 or later

The Kerberos file contains & "shared secre!” {a password, passphrase, or other unigue
identifier) between the KDC server and the PowerProfect DD appliance.

I an Active Directory environmant. the Windows server that hosts the Active Directory
service also acts as the KDC and Domain Mame Server (DNS)

Herberos tckels
To awthenticate using Kerberos, a Ticket Granting Ticket (TGT) must be acquirad for two
typas of user accounts:

e A HRarberos TET

* A Kerbergs ticket for vanous services [saryvice tickets) that the client will use
{BoostF3, DNS, CIFS, NFS)

Each user has access 1o onfy the tickets they create with the BoostFS Kerberos
commands. Usars cannot access tickets that others have created.

For maore detailed information abouf using RSA Lockbos-based and Kerberos-based
authentication with BoostFS far Windows, see the DO BoasiES for Windows Comfiquration
Gryictes

Creating lockbox  To create a lockbox entry by using the command fing;

entry using
command ling

1. Open the BoostFS command prompt
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2. Enter by for lackbax configuration apfions

3. Enber the parameters in 1he following forrmal 10 sat the 10GkBox entry
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Mouniing and't

BaostFS file gysia e rrws Pt

Mounting and unmounting the BoostFS file system (Windows

host)

Mounting
aptions

Mounting the
BoostFs file
Systam

Mount the BoostFS file system by running the P command in aither of tHe
following ways

= Lsing a UNC mount path

* Using Ine PowerFrotect DO system and slorage unit names

¥here -d specifies the PowerProtect DD syatemn and - = spacifies the storage unit

Mount the BoostFS file system a5 fallows:

1. From the Windows host GLI goto the path where BoostFS is installed and enter
ki t for mount options

D=l Data Domein Boost Flie -.‘5_5':,-?:[5:1' L’.-l_‘.'|_:|r_:':,'||'.|:.|'-'I arid I::un-'|g|_|'a||i;-'|



Mountng and unmountng the BoostFS fle systern (Windows: hos!

2 Enterthe parameatars in the following farmat to mount the BoostF 3 file system

- TP SR P = =

The BooslF S siorage unit has been mounied 83 a file system on the Windows hosi for

E-'E'!'f-:irl'l'll'lg backup and restona opefatiohs

- . - | "
o g Lo - il ! - -
- ot frrn il
¥ [ T e WA 1 r [ g B I
5 |
Eor exampohe Sampe fnlcer Hacku pis created on the DO El:i.’EgE' umit mowned on the
Windows hosl
- ] —r BeostFs s Napderid rg- ek e ccomy (G
& = ¢ Thii P oot S5 et Do JeD B Cor
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eslahing and comhgunng BoostFS egem on Linux application hogl

Unmounting the You can unmaount the BoostFS file system by running the
BoostFS file eommand in one of the following formats
system

" L 5 — IS 11 Crive=ls

Installing and configuring BoostFS agent on Linux application
host

HoostFS agent  BoostFS agent for Linux is aveitable s a single RPW installation package that bath
for Linux— enterpries and emall-scale users can downlead, It is available in bath RPM and dab
introduction and formats The RPM package includes the i o executable

prerequisites )
Before beginning the process. ensure that:

# The FUSE version on ihe client is 2.8 or Ister
While the BoostF S process is nunning:

= HooslFS maount points must b2 ceactivated

=  BoosiFS cannot be upgraded

= BoostFS canmot be uninstaliiad

BoostFS for The BoostFS for Linus cliant s composad of the following
Linux :
= A JEemon process 13 supports various commands
COomponants
o Two shared ibraries” 1 ib00BEsast . so and LibD0SnastE
& rag] A Fedden directory that contains redistributable RSA librasias

« A configuration fe

« A mandual page

a FUSE-agnestic liorary built on the DD Boost librany, provdes such
EEnanes as connechon management, a ratry machamsm, and clent kogging. The
packagirg celaulls to the Rad Hat Package Manager (RPR) format, but the native
packaging for other operghng systems is alao supparted

Mote: Venfy that tha appraopnate pack age 1B uzad fior the Clignt Dpareling syesam
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Hole of FUSE in BoosiFs for Lmux uges FLUSE, an opan-source safhwars inferface that enables
HoostFs for norpfivileged wseds to securaly craata and mount thelf own file-gystem implamantations

L
FUSE aliows the export of a wirtual file systam to the Linue karned, Wite cparaticns

thraugh BoostFS and FUSE benefit from PowerProtect DD distributed segment
processng

Lising FUSE and the DD Boost plug-in, BoostFS axperis 2 storage unil on a PowerProtect DD
gystem o mount point an & client. On the dient, file system operations conducted on the
mcurt poisl are captuned By the kermiel before belng passed thraugh FUSE o BocsiFS

BoostFS nuns as a dasmon on & client, As 8 software moduie, BoostFS serves &5 a layer

betwean FUSE and DL Boosl

installing the Install the BoostFS agent for Linux a5 follows
BoostFS agont I

Downlaad and place the BoastFsS agand far Linik host 1o the /top deactory

s

2. |nstall the BoostFS agant package by funfing the falltwing command

BooslFS .‘:'I-:"_:-l_':l'll has been mstabed successiy o the Linu host
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Instaliing and canliguring BoostiFS agent on Linuk appication host

Configuring
BoostFS for
Lirux

BoostFS
authentication
meathods

You can configure BoostFS by using eithar of the faollowing options:
« Cl
* Configuration file: bocse£s. conf

BoostFS for Linux command overview

The boostf= command is used o estabish the FLISE mount, create the lockbox (aotional),
and sl up Kerberos credentials If Kerberas is chosen as tha authenlication method.
BoostFS for Linux cenfiguration file

The configuraticn file is in /opt /emc/bocscfa /et e and can be edited by the root user
of @ usar with sudo privileges. Parameters can be specified either in the configuration file
or on the command Nne, or both,

The configuration fla has a global section and a mourt-point-specific section
Configuration parameters that are configured through the command line take the highest
prionity and ouverride anmy values in the configuration file. Mount-specific parameter values
override giabal parameter values

BoostFS has two authentication aptions:
¢ REA Lockbox (default)
= HKerberos

RSA Lockhox-based authentication

RSA Lockbox is tha default pessword manager for BoostFS for Lin. Te use RSA
Lockbox, you must run the boosrf= lackbox set command o configure the lockbox.
Starting with BoostFS 1.1, & shared BoostFS lockbox file can also be configuren

Shared lockbox files

Beginning with BoostFS 1,1, 8 common |ockbox file can be created for all BoostF'S cents
By using this feature, you can avoid creating a separate lockbox file for sach unique
BoostFS chent.

Sharing & common iackbox fle enables you to create a single management poirt for
BoosiF S chents to access BoostFS mount poinis on PowerProtect DD systems.

Kerberos-hased authantication

BoostF S Linux supports the MIT implementation of Kerberos authentication as an
alternative to RSA Lockbox authentication.

The primary entities involved with Kerberos authertication are:
« BoosiFS clhent

= Harbaros Key Distribubon Center [KDC), which can be an either one of the
following:

*  An Active Directory servar an a domein controller in & Windows enviranment
A POSIX-based operating system with optional NIS Iookups
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»  PowerProtect DD system running OO0 05 verséon 6.0 or [aber

The Kerberos fie contains a “shared secrat” (a3 password, passphrase, or other unsgue
identifier) Datwean e KDL sener and the Powensrotect DO appliance

nan Active Directory environmend, the Windows server that hosts the Active Direclory
service also acts s the KDC and a Domain Mama Senver (DNS}, When you use a LINIX
KDC, the DNS sarves does nol have to be tha KOG server; 1§ can be a separaie sanver
Note, Bafare using Kérberos for BooslFes, verty 1hat the Berbenas chient ibranes far Linu
distnbudicn are-installed gn e macnirne

Karbaros fickals
To authenticate using Kerberos, Ticket Granting Ticket [TGT) must be acquired for two
iypes of user sccounts

s A Kerberps TET
s A Kerberos ticket for various services (sarvice fickats) that the client wil usa

iBoostF s, DNS, CIFS, NFaE)

Each usar has access to only the tckels that they create with the BoostFS Kerberos
commandsg, Llaers cannot accass fickets that othars hawve oreated

Fer mose detailed information about using RSA Lockbok-basad and Karbasns- I:IE!GEE
authemtication will BoogtFE for Linux, ee the 00 SooziES far Lingy Candigoration Gk

Creating lockbox  To créate a lockbox entry by using the command ne
entry using the d

From the /opk feme/ddbocst /blin - dingelory, antar (e ollowing command
command line
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2, Emnter parameters in iha ":'lill':'.r.-l’“-:,' ‘ormat o set the lockbox anbry

The sogkboy eniry has been set successhully

Mounting and unmounting the BoostFS file system (Linux host)

Prerequisitos The command establishes the BoostFS FUSE mount

Before mounting the BoostFS Storage Unit, @ mownt point must be created

From 1he command line, create a directary by running he
command. and validate the mownt point by runming the | i command

Mounting the Mount the BoosiFS file system as fallows
BoostFS file

1. From the command ling, go {o the path where BoostF S is inatalled and enter
sysiem

-t for mount opdions
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Unmounting the
BoostFS file
gy stem

Conclusion

e

2. Enter the parameiers in the following format to mount the BoostFS file system

The BoosiFS storege unii has bean mounted as a file systam on the Linux host for
;_llj!'r;_lll'I|II||!| backup and resiore n;:-&ra[ir:ns

Run the following command to unmount tha BoostFS fila systam

The BocstF S plug-In leverages the DD Boost pratoasd and provides improved backup
times compared fo varicus copy-based soluticnz BoostFS, the DD Boos! ke syslem
inferface for Dackup &nd recovery

o Expands the benelts of DL Boost io even maore apolicatans
= Can be depioyed in mindles o reduce backup wandow and slorage capasity

¢ Provides key advanced DD Boost features in a file sysiem formal
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Relerenoes

References

Dell [Pl comisuppon is focused on mesting custamer needs with proven services and
Technologies suppart,

support and

decuinsntation The following documents provide additional information related to this white papar.
Access to documents depends an your login credentials. If you do not have access o &8
document, contact your Deil Technologies reprasentative

v [l DD BoostFS for Windows Confiquralion Giide
¢« [hell DD BoostFS for Li M ide
« Deil DDOS Adminisiration Guide

The Dell PowerProtect 0D Series Appliances web page provides more information about
FPowerProdect DO series appiances.

The Data Protection Info Hub prevides expartise to ensure cusiomer success with Dall
Technologies data protection products.
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PowerProtect D0 Series Applances
infine deduplication foe data protection and disaster recovery in ertarprise emdifonments.

Varsion  Category Name
7110 Data Protectian

AP Documentation

Introduction

Introduction to Dell EMC PowerProtect DD Appliance
REST API

Gall EMC PowarProtect DD Senes Applances and ofder Data Domain systems ane Mh-bﬂﬂeﬂapﬂllmttﬂ
that run FowerProlect DD 05 1o prowide inline deduplication Tor data protection and disaster recovery (DR)
i ihe enterprise epyironment.

Mote: In this quide, "D system,” “the profection system)” or the system” refers to PowerPratect DD Series
Appliamces that are running DD 0% 7.0 o later as well s earier Data Domaln systems.

Basic concepts

REST AP| endpoint

The PowerProfect DD syetermn BEST AP| endpoint:
« [Earfior than DO Q5 7.3

WUTEE 2§ D055 T - 1P 7 Ol 3803 rest/ CAPT -WERS ToNS/ CRESOURCE S
The A5 version can bevl 0, v2.0,v3.0, and 50 on
o DDOS 7.2 ar later

mttps 1/ FeD0-5YSTEM-TR PNy JBR3) B /AP T-VERSEON: / tRESRAL E 2
Thie currant &P vergion s v1
The ald REST AP endpain Is $1ill supporied

Template, query paramters and object IDs
The resaurcs LR can contain lermplale ar guery parameles

Atemplate parameter indicates the rasource an which the operation is performed. Replace template
parameters with abgact 10s, which are unigue identifiers that are asscciated with DD obgacts. Object I0s
are R -encoded snd are returned as part of 8 RESTIul response, AP users must use object 105 in GET
details, ard PUT and DELETE LRds 1o rofer ta & specific ahject.

For axample, the SYSTEMHID template parameter in the iobowing request should be replaced by the URL-
encoded I0af the PowerProbect DD system for which you wand Lo fetch a lis] of users.

Mote On a PowerProtect CD system, 8 SYSTEMHD of 0 can be used to Indicate the local PowearPratect 0D
gysterm B in place of (he aciual URL-encoded SYSTEMHD

Far gwample, the following request retrieves the list of users on the local PowerPradest DD sysism
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The 1D Inthe GET nttpa://«Ob SYSTER [P3; %99/ rest/vL. 0/ dd-systeas | SYSTEMID} fusers /[ I} réques] is
also & template parameter and represents the UkL-encoded unique 1D of the user for whom ta fetch
detafled nformation.

The following Ext provides evamples af URL-encoded 1D
= [rxta Damaim System (0, UARL encoded system LILIC

WTree 10, URL sncoded MTree rame:

Expoet |0, URL encoded export path:

CAFS ghare, URL-eneeded share name:

Query parameters provide sdditional criteria 1o which the respanse data must conform. Query paremeters
arg part of the URL query string and must contain UAL-encoded vakies. For exemgle, the following guery
fetches a list of users on a specific PowerProfect 0D system stasting at page ane, and assurning that each
page has five users:

M & request is sent with an incomplete URL a list of related links may be refumned far the client 1o comect
ilself. For example, if cfient sends B GET /rest/vt.8/dd syhlaEn /B protaccls regquest, It returns the
fallowing respanse:

repd sl el oo lheneraT 1Y Ddea o0 orect 00 Saren dpplrewa T 110 Hadt APl vl
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Data formats

The PowerProtect [0 sestem REST AP supparts XML and 220N dats fesrnats. The client can choose the
diata formnat in its request and response. n the HTTP hoader, use Coment-Type header o specily (he
request foemat, and use Acoept header to specify the eepecied responae format,

Tha PowerPratact DD system, a5 tha server, uses the following rebes ta determing the larmat of requests
& IEspanses:

= | Cortert-Type is sef, the sener expects the input data 1o be in the specified format. Ifthe Accept
header is specified, the server response must be i the specifed data hype format

= i the Content-Type haader 5 specied but the Bocepl is nat, the formal of response data i (he
carne ag the reguest data

= I nefthinr the Combent-Type ror the Ascept headers |5 specified, the default farmat for both reguest
and response types is assumed o be appicafiondson

Backward and forward compatibility

As additional features are added 1o the praduct, APt may change Observe these common practices
when dealing with AP| changes:

= Deprecated APls and fiebds: Do not use them, Deprecated APIs and fields are removed when the
inlragtruciune no longer supports them

* Handiing requests and responses In JSOM: Exercize Rexibilty and tolerance with unrecognized
field= and enumerations. Mew fields and enumerations might be added in support of new features
suCh a5 a new asget [ype of new pratection tyoe. i wou do not use them, ignore these fields and
onumrations whisn thay ate nat necognibed

Contact

Contact support here: Fttpesdtasan dell comesippoethiomsadueSen 04, product-supportyproduct/ data-
e

1ilyermora’T, 11 [edacuTrr DO Smima T 132 A 8PV el
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PowerProtect Serie DP: Armazenamento de protecao: Data Domain:
Limpeza automatica

Resumo: A impeza automatica habilitada para previsdo € executada somente quande seu mecanismo de
previsao determina que a capacidade utilizada excede umna porcentagem configurada dentro de um tempo
definido.

Conteddo do artigo

Instrugdes
O que & limpeza sutomatica?

A limpeza antomistica com previsio alivada complementa o mecanismo de impeza existerte prevendo & capacidade do sistema e
permitindo gue & impeza se|a inickada de manera autometica guande o ststema pravé gue atingird determinados névels de uso de
capaciclade em determinade perioda, em vez de depender apenas de agendamentas de limpeza baseados em Tempa,
independertamente do uso da capacidade ou da athadads do sistema

Em qual versiio do sistema operacicnad a limpeza aitomdtica fol introduzida®

& lmpeza avtomatica habitada para prewvisdo fod mtroduzda no D0 OS 7 .6x ncorperado ao Integration Data Protection Appliance
7.,

& limpaza avtomatica esta disponivel somente para o nived ative

MOTA: Ezse recurss estd desablittado por padrio. Ele pode ser configurado de acordo com o requistio.

Quais sio os desafios do processo de limpeza tradicional ou reguiar?

= A limgeds do DO ou cobota de lixo (GC) & um processo de longa execucsn que também alrasa o process muluaments exchusiva,
como & Bmpeza de nuvem.

o Elir eabge muitos recursos O desempenho de ingesiso ou REPL pade ser afslado,

= AGC lava & fragmentacio de dados, que internamente costuma degradar a localidads dos dados e afeta o desempenho de lettura
& bongo do terman, afetando, agsim, o degempenha da restawragfo.

= AGC & exesdada conforme o agendamenta, mesmo quanda ndo hd necessidade [cendrios coma: O sistema ndo estd proxirma
do total, 02 backups tém reteng:io mais longa, alguns dos backups expiram dentro de uma semana)

= AGCpade fazer uga inlenso de E/S & pode competlr cam & ingestsa.

= A wida 0l do disco pode ser afetada pela repeticdo de EFS

(rinis 880 o5 beneficios da limpeza automdtica?

= Zom a limpeza autormatica, 8 GG @ executada somente quando necessario, portanto, & eficlenta em termas de recursos

= Beduzir o nomero de ciclos de limpeza, por sua vez, reduz & fragmentacio de dados & melhoia o desempenho de |eiirs ou
regtauragio,

= Lo a previsda indicar oue 3 capacidade wifizada pelo sistema nae excede ¥ quantidade de uso nos préeemcs n diss, a limpeza
apendada da nével ative serd igrorada, mas, internaments, Serd marcada corma bem-sucedida para que, S & Frapeza dis nuvem
exsttvar agendada para execucio, ela possa ser ativada

Cual & o concetto por trds da limpeza automsdtica®
= A Bmpezs aulomalice uss wm Mecanismo de previsio.
= O Mecanismo oe previsdo @ um segmanto deniro do file system do Data Domain e @ executads a cata hara

. Yerwer ool com i an i boioo il e gL ey k! vl IR g LEL]
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+ Coleta byles fisioos gravados e armazena esaes regletros de capacidads,

= A praviabo da capacidede pode e feila apos 2 coleta do 10 registos de capacxlads
« Mantém registras do higtieics de uso de cagacidade em um buffer circular

+ Por pacriio, ele mantém 756 registros {um més de uso de capacidade por hora)

= 0 Mecanismao de previsio usa um modelo de regressio linear

Capacidade fotura = Capacidade stual + (Taxa de ingestdo * Tempo)

‘Cuinds sio os diferentes tipos de Impezs austomética?

» Scheduled Automatic Cleaning or Skip Schedule
= Fully Automatic Claansng or Auto Schedule

MNota: Apenas v bipo de impeza automiitics pode ser definido por vez, sejs Skip Schedule ou Auto Scheduwle.

Cuets sfo ae diferengas entre o dals tipos de Hmpeze sulomitics?

Scheduled Automatic Cleaning or Skip Schedule Fully Aartomatic Cleaning or Auto Schedile
Competivel com sigtemas cam Clawd Tier Wio compativel cam sistemas com Clood Tier

0 agendamernts de limpeza regular & desativade
0 agerdaments de [impeza regular ou tradicionad deve ester presente, automaticamente depois que o agendamento sutomation &
definida,
A limpeza regule agendada serd ignorada se for prevista um eumenta A limpezs 56 serd axecutada se for previsto que a capacidade
da capacidade utilizada do sfstema além da porcentagem configurada utilizada agendada exceda o bimite percertual configuradn nas

dentre dos dieas definidas. dias defimidas

S Skip Schedule estiver desativads ou redefinida, o agendamento ALt I”i':ﬁ“““:: o, o

il e 4 et e ek BRendamento rorm mpeza devera ser definidn
I manialmenta,

Assigla no YouTubs
Quais 880 o8 comandos usados para configurar a limpeza automdtica?

= Scheduled Automatic Cleaning or Skip Schadule
Configuragiio
Eintaxe:

filesys olean skip scheduls | |dayes <dayisl> sstimnte-percent-used <parcent>] | show |
reEst |

Exemploc

Ko momento do agendamenta de limpeza regular, se a previsdo indicar que a capacidade utilizada do sistena ndo crescerd
além de 90% nos prisimos 10 dias, a limpeza serd ignorada. 0 seguinte deve ser feito para configurar issa;

1. Werifigue se 0 agendamento de limpeza reguler existe & certifique-ss de gue ele ndo estefja definido coma "never”

PRpA. e dal orer mUppe e prr b s e B e Vel i prbue N VR ) LR e i | T ArgeTR
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#Ffileaye clesan show schadule

Ge o agendamenta de impeza regular nio existic ou for definido coma never, use a sintaxe abaioo para definHe ou wsar o
caminbe da iU do 00 conforme abal:

Sintaxe da CLI:
filesya clean set achadule { daily <time> | <day(s)> <time> | biweskly <day> <time> |
monthly <dayis)> <tina> |}

e
Faga login me ST do OO > Dats Hapagenant > Filasyetem > Cligque e icone de sngosnagem &
diraites para "Sattinge™ > Vi pars & guia "Claaning® > Salacions Freguancy, Tims & day,

2 Em zegulda, defina & configuraco de skip schedule conforme abaina;

B filesye cleafi skip scheduls days 10 sptipsts-percent-pasd 20

Para exibir a configurasdo atual de skip schedule

# filesys olean skip schedules show

Para desativar o skip schiedule
B filesye clean skip schedules reasst

* Fully Automatic Cleaning or Auto Schedule

Configuragiic

Sintaxe;
filasys clean auto schedula | [days <dayi{s)> estimate-parcant-used <parcant>] | [intarval-days
dayw>] | show | rasat }

Exerriplo,

Sa o retuilsibe for exesutar & lnpeza quando espera-se qise a capacid sde utilizada de sisterna cresga além de 85% nas
préocimoas 10 dias, veja abaiso como alad definida;

B filasys clean subto scheduls days 10 sstimaba-pascent-used BS

v As limpezas agendadas sutomaticamente serdo execuiadas 82 0 espaco tsado pelo sistema creacer além de B5% nos
proimos 10 dias
A guantidade minima de dias ertre a impeze agendads automaticamente & definida como sete dias

MOTA: Por padrio, 2 quantidade minima de dias entre dais dias consecutives de limpeza aulomatica é definida como sete
ias.
g% tarmbérm pode ser allerado e defirido uSanda & opgéo "interval-days”, conforme abaia:

# rilasys clean agto scheduls days 10 sstimate-parcent-used 85 ilncesval-days 5

Mp: &g limpezas agendadas sutormnaticaments serfo evecutadas 2 0 espaco veado pels stema cregeer além de B5% nos
prdckries 10 diag.
A guantidade minima de dias antre a limpaza agendada automaticamente & definida como cince diss.

HOTA: Depois quo o agendamento automdtico & definido, o agendamente de limpeza regular & desativado
automaticamente, conforme ababoo:

# filesys clean ahow Bchedule
A lippaza ds fila systen &AER agendsda pAREA "RURca” ABer axscutsds,

it PRk D DO ST A SR AL Fe 1 LB
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— Para exdbir & confguracso da Frmgera com Sute Scheduls;
¥ filesys clean aubo schadula show

— Para desstivar o Auto Schedule
¥ filesys clean aoto schadule caset

HOTA: Apds desativar a limpeza com Auto Schedule, o ciclo de limpeza regular deve ser manualmente definido
como abaizo;

Sintaxe da CLI:

fileays clean set schedule | daily <tizae> | <day(s)> <time> | biweskly <day> <tima> |
monthly <dayi(s)> <time> |

e 18

I: Faga login na GUI do DD > Data Massgeasnt > Filesystem > Cligae no icone da angransgan
8 direrta para "Sattinga" > v para a guia "Cleaning" > Selecions Fregquancy, Time & day.

Para abter mais detalhes, consulte o Guia de Administragio do DD 05 do respective sistema operacional no Salve Deckion,
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hardware assisted compression.
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» Replication between previous generation Data Domain appliances me
series appliances continues to be supported. a;,;ﬁ“ﬂ;ﬁ,

s There is no performance impact due to the different compression /9%
algorithms used on Data Domain appliances without hardware aasiéiélﬁ-_'ﬂ'
compression when replicating to or from a DD series appliance with 2/

hardware assisted compression.
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